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PREFACE

OBJECTIVE

Communication networks are in a period of transition from networks that are based on
telephone architecture and standards to networks based on the Internet Protocol (IP)
architecture. The main reason for this change is that new services and applications can
be deployed with unprecedented speed over an Internet that has attained the global
reach of the telephone network. Many of these new applications and services are quite
visible to the student. For example, in addition to e-mail and web surfing, there is
buying/selling over the Internet (eBay), MP3 and other file exchanges (Napster, KaZaA),
interactive games (Counterstrike), video streaming (CNN), and voice-over-IP (Net-
Meeting, ICQ). Many other applications and services are having profound impact on
business, manufacturing, international commerce, medicine, and government.

The infrastructure of communication networks is undergoing dramatic change
under pressure from the new services and enabled by technology innovation. A new
generation of wireless devices combines aspects of cellular phones, personal digital
assistants, and even digital cameras and is enabling new modes of mobile communica-
tion such as short text messaging, event notification, e-mail, and web browsing. These
wireless services are blazing a trail away from traditional telephony to new modes of
IP-based multimedia communications. Inevitably the signaling system that enables all
of the functionality of the cellular and telephone network will be replaced by more
versatile signaling based on Internet protocols. A new generation of IP-based protocols
will control and manage the resources in the next generation of networks.

It is in this exciting context of new services and emerging next-generation network
architecture that we offer this second edition of our textbook. The purpose of this book
is to provide an introduction to fundamental network architecture concepts and their
application in existing and emerging networks. We emphasize the pivotal role of Internet
protocols in future network architecture and at the same time provide a broad coverage
of fundamental network concepts. Our view is that the student will be best prepared for
a future of constant change through exposure to network design alternatives.

TARGET COURSES

The book is designed for introductory courses in computer networks and in communi-
cation networks at the upper-level undergraduate and first-year graduate programs in
electrical engineering, computer engineering, and computer science. The book contains
all the basic material covered in typical one-semester first courses in computer networks
and in communication networks. The book also provides additional material in each
chapter as well as advanced topics in the later chapters so that the book can be used
in a two-semester course sequence. The book is up-to-date in its coverage of emerging
network architecture and can also be used by engineering and computer professionals.

xvii



xviii Preface

As prerequisites the book assumes a general knowledge of computer systems. In
certain optional parts of the text, knowledge of programming, elementary probability,
or elementary calculus is required. These sections are clearly indicated and can be
skipped.

APPROACH AND CONTENT

The book is organized into three parts. In Part I we trace the evolution of networks and
identify the key concepts and functions that form the basis for layered architectures. We
introduce examples of services and applications that are familiar to the student (web
browsing, e-mail, and telephone), and we explain how these services are supported by
networks. This big picture view of networks helps the student to see how the various
parts of a network architecture fit into one whole.

Part I. The big picture of networks (Chapters 1–2):
• Evolution of network concepts in telegraph, telephone, and computer networks
• How services and applications drive network architecture evolution
• How layers work together to deliver services
• Application layer, transport layer, and sockets
• Preparation for experimentation: network protocol analyzer, IP utilities, and socket

programming

The second part presents fundamental concepts of network architecture and fo-
cuses on the lower four layers of the protocol stack. Our approach is to develop the
fundamental concepts first and then to show their application in concrete examples. For
example, we develop ARQ in detail as an example of a peer-to-peer protocol and then
we discuss its application in TCP reliable stream service and flow control. We cover
the essential computer network topics, but we also have extensive discussion of access
and transport networks, telephone and cellular services and signaling. This additional
material is organized so that it is optional, but we include it because we believe that
much of network architecture evolution in the near future will involve the extension of
Internet protocols to traditional networks and services.

Part II. Fundamental concepts in network architecture (Chapters 3–7):
• Digital transmission; copper, cable, radio, and optical media
• SONET and optical networking
• Circuit switching, signaling, telephone services, mobility
• Peer-to-peer protocol design; PPP, HDLC, POS, and GFP
• Medium-access control; Ethernet and 802.11 wireless LANs
• Voice and data cellular networks
• Packet switching, routing, congestion control, and QoS

The third and final part deals with key network architectures, advanced topics, and
next generation networks. We present the protocols and standards that are likely to
shape the next generation networks.
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Part III. Key architectures, advanced topics, and next generation networks
(Chapters 8–12 and Appendices):
• IPv4 and IPv6; TCP, UDP; RIP, OSPF, BGP; DHCP and mobile IP
• ATM networks
• New Architectures: IntServ, RSVP, DiffServ, Peer vs. Overlay Interconnection, MPLS

and GMPLS, RTP, SIP, and H.323
• Network Security: DES and AES, RSA, IPSec, SSL and TLS, 802.11
• Multimedia standards: JPEG, MPEG, Audio, MP3, voice-over-IP
• Network management and performance modeling

The book attempts to provide a balanced view of all important elements of networking.
This is a very big challenge in the typical one-semester introductory course that has
limited time available. We have organized the book so that all the relevant topics can be
covered at some minimum essential level of detail. Additional material is provided that
allows the instructor to cover certain topics in greater depth. Dependencies between
sections are discussed later in the Preface.

CHANGES FROM THE FIRST EDITION

The most important change in the second edition is the extensive use of the open-source
Ethereal network protocol analyzer in the teaching of network protocols. Ethereal allows
any PC to capture live network traffic and to analyze the headers and payloads of the
stream of captured traffic at layers 2 and above at any level of detail. We use Ethereal
in the following ways:

• Examples of Ethereal packet captures demonstrate the operation of protocols such as
HTTP, SMTP, Telnet, SIP, RSVP, RTP, DNS, TCP, UDP, OSPF, IP, ARP, Ethernet,
802.11, PPP, LCP, IPCP, SSL, and TLS.

• We provide instructors with Ethereal packet capture files that allow them to interac-
tively demonstrate the operation of protocols in class.

• Exercises in the problem section require the students to carry out their own packet
captures to examine and analyze the operation of protocols using real traffic.

• The book website contains experiments that involve the use of Ethereal in Linux-
based router networks.

The second edition also contains various organizational and content changes. The
following lists the key content and organizational changes from the first edition:

• The material in the book has been rearranged so that optional sections can be skipped
without a disruption in the topic flow. The sections that contain optional material are
indicated by a diamond (◆) in the heading. The optional sections that contain detailed
mathematics are now indicated by a sidebar.

• Chapter 1 has been shortened and the discussion of network evolution has been
simplified. The functions associated with each layer are introduced along with the
discussion on network evolution.
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• In Chapter 2 the discussion on how all the layers work together has been improved
by introducing examples using Ethereal packet captures. The section on application
layer protocols has been expanded and a new section provides an introduction to
network protocol analyzers.

• PCM speech coding has been moved from Chapter 12 to Chapter 3.
• Chapter 4 provides more detail on SONET and optical transport networks. Satellite

cellular networks have been dropped.
• Chapter 5 now consists of two parts. The first part deals with peer-to-peer protocols

using reliable data transfer protocols as an example. The first part also includes TCP
reliable byte stream service. The second part focuses on data link layer protocols and
now includes a section on framing.

• Chapter 6 has also been divided into the principles of medium access control proto-
cols (Part I) and LANs (Part II). We have simplified the mathematical discussion of
medium access controls and provide details in a separate section.

• In Chapter 7 we have streamlined the discussion of packet networks, and we have
separated clearly the more advanced discussion of traffic management.

• Chapter 8 makes extensive use of packet capture examples to illustrate the operation
of TCP/IP protocols.

• Chapter 10 on advanced network architectures has been revised extensively. The
discussion of ATM over IP has been replaced by a discussion of the overlay and peer
models to network interconnection. The chapter now contains discussion on virtual
networks and GMPLS. The material on RTP and SIP has been updated and moved
from Chapter 12 to this chapter.

• Chapter 11 has been updated with brief discussions of the Advanced Encryption
Standard and 802.11 security.

CHAPTER DEPENDENCIES

The book was designed to support a variety of introductory courses on computer and
communication networks. By appropriate choice of sections, the instructor can provide
a desired focus or make adjustments to account for the background of the students.
Figure 1 contains a flow chart of the dependencies between sections in the book. The
solid black line indicates the sequence of topics that forms the core of most intro-
ductory courses. The dashed lines show sections that can be added to provide greater
depth in various topic areas. Section numbers in parentheses indicate dependencies that
involve only subsections. After Chapter 8, the chapters are less interdependent. Chap-
ter 11 depends on Chapter 8 only in regards to the header structure of IPv4 and IPv6.
Chapter 12 depends only on Sections 3.1 and 3.2. Appendix A on queueing models pro-
vides supporting material for Sections 4.7, 5.7, and 6.5, which deal with performance
modeling.
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Appendix A Queueing Models

1.1–1.2 Network Evolution 1.3 Evolution Factors

2.1–2.3 Layered Architecture
Overview of TCP/IP

2.4 Sockets

2.5 Application Layer and
Utilities 

3.1–3.2  Digital Information
and Digital Transmission

3.3–3.5 Digital Information,
Channels, and Digital
Transmission

3.6–3.7  Line Coding and
Modems

3.8 Transmission Media

3.9 Error Detection

4.1 Multiplexing
4.2–4.3 SONET and
Transport Networks

4.4–4.6 Circuit Switching
and Telephone Networks

5.1–5.5  Peer-to-Peer
Protocol; ARQ, Flow control
TCP Reliable Stream Service;
Framing, PPP

6.1–6.2  Multiple Access,
Random Access

6.5 MAC Performance

6.6–6.7  LAN protocols
Ethernet

6.8–6.9 Ring LANs

6.10 Wireless LANs

6.11 LAN Bridges

7.1–7.5 Packet Switching,
Routing, Shortest Paths

7.6 ATM 7.7–7.8 Traffic Management

11. Network Security 12. Multimedia Information10. Advanced Architectures

(8.2–8.3)
(10.4)

8.7–8.8 Multicast Routing,
DHCP, Mobile IP

(6.11.2)

5.6 HDLC

5.7 Link Sharing

6.3 Scheduling

6.4 Channelization

4.7 Telephone Traffic

4.8 Cellular Networks

Appendix B Network Management

9. ATM Architecture8.1–8.6 TCP/IP Architecture

FIGURE 1 Chapter dependencies (solid arrows show sequence of core topics).
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PEDAGOGICAL ELEMENTS

We have improved the pedagogical elements of the first edition and offer several new
elements.

• Ethereal Virtual Lab. Lab experiments are the most effective means for reinforcing
the concepts taught in lectures. At the physical layer a rich set of instruments (for
example, oscilloscopes, spectrum analyzers, bit error rate sets) is available in the
field to troubleshoot systems and can be used in the lab to teach and demonstrate the
application of concepts in real systems. The tcpdump program written by Jacobson,
Leres, and McCanne has formed the basis for many network protocol analyzers that
are now used to troubleshoot protocols in network systems in the field and in the lab.
The Ethereal open-source tool is one such network protocol analyzer that supports a
very broad array of protocols and that is continuously updated by a large community
of developers. We have used Ethereal to teach protocols in lectures and in experiments
and have found it to be very effective in bringing the protocol concepts to life.

Figure 2 shows an Ethereal screenshot of a packet capture that a student can readily
capture from a PC at home. The top pane shows the sequence of packets that transpire

FIGURE 2 Sample Ethereal display.
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after the student clicks on a web link: A DNS query and response; A TCP three-way
connection setup; an HTTP request, followed by a TCP acknowledgment, and then the
beginning of the HTTP response. The sequence of packets exchanged for various types
of protocols can be analyzed in this fashion. The middle pane allows the user to delve
into the details in the headers of any of the protocol data units at layer 2 and above.
The middle pane in the figure shows some of the details of the IP, UDP, and DNS
headers. The bottom pane allows the user to zoom into the bits and bytes of the header
as well as the payload. This rich set of capabilities was developed within Ethereal for
use in troubleshooting protocols in development labs as well as in the field. These same
capabilities make Ethereal an extremely powerful teaching tool.

We use Ethereal to examine PPP, HDLC, Ethernet, MPLS, IP, IPv6, OSPF, UDP,
TCP, DNS, HTTP, RTP, SIP, H.323, SSL, and TLS. We provide the instructors with
packet capture files that allow them to demonstrate protocols interactively in the class-
room. Most of the examples can be readily reproduced and examined in greater detail
by the student. We also introduce networks utilities such as PING, IPconfig, netstat,
and traceroute, which can be used in exercises that involve Ethereal packet captures.

• Numerous figures. Network diagrams, time diagrams, performance graphs, state tran-
sition diagrams are essential to effectively convey concepts in networking.

• Lecture charts. We have prepared approximately 500 MS PowerPoint® charts for use
in lecture presentations. We have also prepared approximately 50 presentation charts
that use animation to demonstrate certain key concepts more effectively. All of these
charts are available to instructors in the book web site.

• Numerous examples. The discussion of fundamental concepts is accompanied with
examples illustrating the use of the concept in practice. Numerical examples are
included in the text wherever possible.

• Text boxes. Commentaries in text boxes are used to discuss network trends and inter-
esting developments, to speculate about future developments, and to motivate new
topics.

• Problems. The authors firmly believe that learning must involve problem solving. The
book contains approximately 600 problems. Each chapter includes problems with a
range of difficulties from simple application of concepts to exploring, developing,
or elaborating various concepts and issues. Quantitative problems range from simple
calculations to brief case studies exploring various aspects of certain algorithms, tech-
niques or networks. Programming exercises involving sockets and TCP/IP utilities
are included where appropriate.

• Chapter introductions. Each chapter includes an introduction previewing the material
covered in the chapter and in the context of the “big picture.”

• Chapter summaries and checklist of important terms. Each chapter includes a sum-
mary that reiterates the most important concepts. A checklist of important terms aids
the student in reviewing the material.

• Mathematical sections. In general key mathematical results are summarized in the
main text. A sidebar indicates (optional) mathematical sections that contain more
detailed mathematical discussion or derivation of these results.

• References. Each chapter includes a list of references. Given the introductory nature
of the text, references concentrate on pointing to more advanced materials. Reference
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to appropriate Internet Engineering Taskforce (IETF) RFCs and research papers is
made where appropriate, especially with more recent topics.

• A website. The following website www.mhhe.com/leon-garcia contains links to the
following teaching resources:
• An Instructor’s Solutions Manual
• Additional problems, exercises and experiments for instructors
• Answers to selected problems for students
• Animated PowerPoint lectures and presentations
• Chapter pointers to useful and interesting websites
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C H A P T E R 1

Communication Networks and Services

A communication network, in its simplest form, is a set of equipment and facilities
that provides a service: the transfer of information between users located at various
geographical points. The most familiar example of a communication network is the tele-
phone network, which provides telephone service, the bidirectional transfer of voice
signals between people. Other examples of networks include computer networks, tele-
vision broadcast networks, cellular networks, and the Internet.

Communication networks provide a service much like other ubiquitous utilities
such as the water supply or electricity power systems. On the other hand, communi-
cation networks exhibit tremendous flexibility in their use and in this respect they are
closest to transportation networks. Communication networks, along with transportation
networks, have become essential infrastructure in every society. Both types of networks
provide flexible interconnectivity that allows the flow of people and goods in the case of
transportation and information in the case of communications. Both transportation and
communication networks are “enabling” in that they allow the development of a multi-
plicity of new services. For example, the development of a postal service presupposes
the availability of a good transportation system. Similarly, the availability of telephone
service enables other services such as facsimile, voice mail, and electronic banking.

The ability of modern communication networks to transfer communication at
extremely high speeds allows users to gather information in large volumes nearly
instantaneously and, with the aid of computers, to almost immediately exercise action
at a distance. These two unique capabilities form the basis for many emerging services
and an unlimited number of future network-based services. For example, the Internet
currently provides the communication services that enable computers and servers to
provide valuable services such as e-mail, instant messaging, information search and
retrieval, and various forms of electronic commerce. Audio streaming and interactive
network games are indicators of the enormous potential for media rich services over a
future Internet.

1
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The purpose of this chapter is to explain how the design or “architecture” of a
network is influenced by the services that it supports. In Section 1.1 we consider the
evolution of three example networks and their associated services. This discussion
serves to identify the basic elements that networks must provide. In Section 1.2 we
return to a discussion of new and emerging services and we consider how these services
are influencing the evolution of modern networks. Section 1.3 concludes the chapter
by examining other factors that influence network evolution.

1.1 EVOLUTION OF NETWORK ARCHITECTURE
AND SERVICES

A communication service involves the transfer of information. Different services differ
in the details of how and in what form information is transferred. We will use three
example networks to show how the details of the service influence the design of the
network. The three example networks are: telegraph networks, telephone networks, and
computer networks. In each case we provide an overview of the network’s development,
and then discuss the network from a more general service/architecture viewpoint. An
indicator of the progress in communications technology is the speed at which informa-
tion can be transmitted as measured in bits/second. Figure 1.1 shows the improvement
in transmission bit rate over the last 150 years. In this time we have gone from telegraph
systems that operated at tens of bits/second to modern optical systems that operate at
terabits/second.

1.1.1 Telegraph Networks and Message Switching

In 1837 Samuel B. Morse demonstrated a practical telegraph that provided the basis for
telegram service, the transmission of text messages over long distances. In the Morse
telegraph, shown in Table 1.1, the text was encoded into sequences of dots and dashes.
Each dot or dash was communicated by transmitting short and long pulses of electrical
current over a copper wire. By relying on two signals, telegraphy made use of a digital
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1.1 Evolution of Network Architecture and Services 3

TABLE 1.1 International Morse code.

Morse Code Morse Code Morse Code Morse Code

A · — J · — — — S · · · 2 · · — — —
B — · · · K — · — T — 3 · · · — —
C — · — · L · — · · U · · — 4 · · · · —
D — · · M — — V · · · — 5 · · · · ·
E · N — · W · — — 6 — · · · ·
F · · — · O — — — X — · · — 7 — — · · ·
G — — · P · — — · Y — · — — 8 — — — · ·
H · · · · Q — — · — Z — — · · 9 — — — — ·
I · · R · — · 1 · — — — — 0 — — — — —

transmission system. The Morse telegraph system is a precursor of the modern digital
communication system in which all transmission takes place in terms of binary signals
and all user information must first be converted to binary form.

In 1851 the first submarine cable was established between London and Paris. Even-
tually, networks of telegraph stations were established, covering entire continents. In
these networks a message or telegram would arrive at a telegraph station, and an operator
would make a routing decision based on the destination address. The operator would
store the message until the desired communication line became available and then
would forward the message to the next appropriate station. This store-and-forward
process would be repeated at each intermediate station until the message arrived at
the destination station. Message switching is used to describe this approach to operat-
ing a network. Addressing, routing, and forwarding are essential elements of modern
computer networks.

The transmission rate (in bits/second) at which information could be transmitted
over a telegraph circuit was initially limited to the rate at which a single human operator
could enter a sequence of symbols. An experienced operator could transmit at a speed
of 25 to 30 words/minute, which, assuming five characters per word and 8 bits per
character, corresponds today to 20 bits/second (bps) in Figure 1.1.

A subsequent series of inventions attempted to increase the rate at which infor-
mation could be transmitted over a single telegraph circuit by multiplexing, that is,
combining the symbols from several operators onto the same communication line. One
multiplexing system, the Baudot system invented in 1874, used characters, groups of
five binary symbols, to represent each letter in the alphabet. The Baudot multiplex-
ing system could interleave characters from several telegraph operators into a single
transmission line.

The Baudot system eventually led to the modern practice of representing alphanu-
meric characters by groups of binary digits as in the ASCII code (short for American
Standard Code for Information Interchange). Table 1.2 shows the binary representation
for a subset of the ASCII code. The Baudot system also eventually led to the de-
velopment of the teletype terminal, which provided a keyboard for entering character
information, and could be used to transmit and receive digital information. The terminal
was later used as one of the early input/output devices for digital computer systems. As
Figure 1.1 shows, a Baudot multiplexer telegraph with six operators achieved a speed
of 120 bps.
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TABLE 1.2 Subset of ASCII character set and their binary representation.

Binary Char Binary Char Binary Char

0000000 NUL 0110000 0 1000001 A
0000001 SOH 0110001 1 1000010 B
0000010 STX 0110010 2 1000011 C
0000011 ETX 0110011 3 1000100 D
0000100 EOT 0110100 4 1000101 E
0000101 ENQ 0110101 5 1000110 F
0000110 ACK 0110110 6 1000111 G
0000111 BEL 0110111 7 1001000 H
0001000 BS 0111000 8 1001001 I
0001001 HT 0111001 9 1001010 J

. . . . . . . . .

Another approach to multiplexing involves modulation, which uses sinusoidal sig-
nals (tones) to carry multiple telegraphy signals. For example, each of the binary sym-
bols could be transmitted by sending a sinusoidal signal of a given frequency for a
given period of time, say, frequency f0 to transmit a “0”, f1 to transmit a “1.” Multiple
sequences of binary symbols could be transmitted simultaneously by using multiple
pairs of frequencies for the various telegraphy signals. These modulation techniques
formed the basis for today’s modems.

Prior to the invention of telegraphy, long-distance communication depended pri-
marily on messengers that traveled by foot, horse, or other means. In such systems, a
message might propagate at a rate of tens of kilometers per day. The invention of the
electric telegraph made long-distance communication almost instantaneous; for exam-
ple, an electric signal would take less than 5 milliseconds to cover 1000 kilometers.1

Clearly, electrical communications had marked advantages over all other forms of
communications. Indeed, the telegraph gave birth to the “news” industry; to this day,
some newspapers have the name “The Daily Telegraph.” In 1901 Guglielmo Marconi
used Morse code to send and receive radio signals across the Atlantic, giving birth to
long-distance wireless radio communications.

Now let us consider the telegraph network from a service/architecture viewpoint.
The telegraph service involves the transmission of text messages between geographi-
cally distant locations. To provide this service, the architecture of the telegraph network
contains the following key elements or functions:

1. The foundation for this network is a digital transmission system that enables two
digits to be sent, “dot” and “dash” in the case of Morse code, or “zero” and “one”
in the case of Baudot or ASCII code. The transmission medium can be copper wire,
radio, or smoke signals for that matter.2

1The speed of light in a vacuum is 3 × 108 meters/second; in cable, it is 2.3 × 108 meters/second; in optical
fiber, it is 2 × 108 meters/second.
2Indeed in the 1700s “visual telegraph” networks in Europe used line-of-sight semaphore systems to send
signals between towers and hills. Visual networks of this type date back at least to the time of the Roman
Empire.
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2. A framing method is required for indicating the beginning and end of messages
and for taking the sequence of dots/dashes or zeros/ones and grouping them into
characters, and in turn, meaningful messages.

3. A system for specifying the destination address of messages is needed. A routing
procedure determines the path that a message follows across a network of telegraph
stations interconnected by digital transmission lines.

We will see later that the above elements and functions are fundamental to the design
of modern computer networks.

1.1.2 Telephone Networks and Circuit Switching

In 1875, while working on the use of sinusoidal signals for multiplexing in telegraphy,
Alexander Graham Bell recognized that direct transmission of a voice signal over
wires was possible. In 1876 Bell developed a device that could transmit the entire voice
signal and could form the basis for voice communication, which we now know as the
telephone. The modern telephone network was developed to provide basic telephone
service, which involves the two-way, real-time transmission of voice signals across a
network.

The telephone and telegraph provided services that were fundamentally different.
The telegraph required an expert operator with knowledge of Morse code, while the tele-
phone terminal was very simple and did not require any expertise. Consequently the
telephone was targeted as a direct service to end users, first in the business and later in
residential markets. The deployment of telephones grew quickly, from 1000 phones in
1877 to 50,000 in 1880 and 250,000 in 1890.

Connectivity in the original telephone system was provided by an analog
transmission system. The transmitted electrical signal is analogous to the original
voice signal, that is, the signal is proportional to the sound pressure in speech as shown
in Figure 1.2. The task of the analog transmission system is to deliver a signal that is a
replica of the original voice signal. The need to preserve the quality of the signal led
to the development of methods for conditioning transmission lines and for amplifying
signals so that longer reaches could be attained.

It was quickly recognized in the early days of telephony that providing dedicated
lines between each pair of users is very costly. As shown in Figure 1.3a, N (N − 1)/2
transmission lines are required if dedicated lines are deployed between each pair of
N users. The number of transmission lines grows very quickly, for example N = 1000
requires 495,000 lines! In 1878 telephone switches were introduced to allow human
operators to interconnect telephone users on demand.

FIGURE 1.2 Sample signal of the sound “ae” as in cat.
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(b)

(a) User 1

User 2
User N

(c)

FIGURE 1.3 Telephone network:
(a) dedicated resources require
numerous lines; (b) a switch in the
form of an operator with a patch cord
panel; (c) cords interconnecting user
sockets providing end-to-end
connection.

In its simplest form, the telephone switch consists of a patch cord panel and a human
operator as shown in Figure 1.3b. Traditionally a telephone call has three phases. In
the first phase (the setup phase), the originating user picks up the telephone and in the
process activates a signal in the circuit that connects it to the telephone office. The signal
alerts the operator in a central office (CO) that a connection is requested. The operator
speaks to the originating user and takes the requested destination station number and
checks to see whether the desired user is available. If so, the operator establishes a
connection by inserting the two ends of a cord into the sockets that terminate the lines of
the two users as shown in Figure 1.3c. This connection allows electrical current, and the
associated voice signal, to flow between the two users. If a telephone connection involves
more than a single telephone office, then several operators collaborate to establish an
end-to-end connection. This connection is maintained for the duration of the call. Once
the connection is established the second phase (information transfer) begins. When the
users are done with their conversation, they “hang up” their telephones, which generates
a signal indicating that the call is complete. At this point, the third phase (connection
release) is entered and the various telephone lines involved in the connection are then
made available for new connections.

Starting in the 1890s with the invention of the Strowger switch, the patch panel
switches and operators were replaced by automated electromechanical switches that
could take a signal that contained the destination telephone number and automati-
cally establish a circuit to the desired telephone. Telephone switching offices were
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FIGURE 1.4 Hierarchical telephone network structure.

interconnected and organized in a hierarchical network, with customers attaching to
end offices, which in turn are connected to tandem offices and so forth as shown in
Figure 1.4. A hierarchical decimal telephone numbering system was developed for
dialing connections in the telephone network. For example, in North America the area
code specifies a subarea that has been assigned a three-digit number. The next three
numbers are the exchange code, which identifies specific switching facilities in a cen-
tral office within the subarea. The final four digits specify a specific line that connects
the user to the central office. For example, the number 416-967-1111 will get you to a
phone in Toronto (area code 416) where you can order pizza that will be delivered in
30 minutes or it’s free.3 Figure 1.5 shows how the telephone connection continues to
consist of three phases: setup, transfer, and release.

We say that telephone networks are connection-oriented because they require the
setting up of a connection before the actual transfer of information can take place. The
transfer mode of a network that involves setting up a dedicated end-to-end connection
is called circuit switching. Note that in circuit switching the routing decision is made
when the path is set up in switching and transmission equipment across the network.
After the call has been set up, information flows continuously across each switch and
transmission line along the path. No additional address information is required after
the call is set up.

The telephone network has undergone a gradual transition from analog technology
to its present state, where it is almost completely based on digital transmission and
computer technology. This transition began with the invention of the transistor in 1948
and accelerated with the invention of integrated circuits in the 1960s, leading to the
development of digital transmission systems that could carry voice. In these systems
an analog voice signal, such as the one shown in Figure 1.2, is converted into a binary
stream of 64 kilobits/second (kbps) and the resultant digital signal is carried in a digital
transmission system that interconnects two telephone offices. The T-1 digital transmis-
sion system was first deployed in 1962 to carry voice signals between telephone central
offices. The T-1 system also provided for the multiplexing of 24 digitized voice signals

3Some restrictions apply!



8 CHAPTER 1 Communication Networks and Services

1.
The caller picks up the phone triggering the flow
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2.
The current is detected, and a dial tone is
transmitted by the telephone office to indicate that
it is ready to receive the destination number.

3. The caller sends this number by pushing the keys
on the telephone set. Each key generates a pair of
tones that specify a number. (In the older phone
sets, the user dials a number that in turn generates
a corresponding number of pulses.)

4.
The equipment in the telephone office then uses
the telephone network to attempt a connection.
If the destination telephone is busy, then a busy
tone is returned to the caller, otherwise ringing
signals are sent to both the originating and
destination telephones. The ringing signals are
discontinued when the destination phone is picked
up and communication can then proceed.

5.

The voice signals travel in both directions.

6. Either user terminates the call by putting down a
receiver.
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FIGURE 1.5 The three phases of a telephone connection.

into a single digital transmission line and operated at a transmission rate of 1.5 Mbps
as shown in Figure 1.1.

Even as digital transmission systems were being deployed, the new digital trans-
mission systems had to interface to existing analog switches. Upon arrival at an analog
switch, the digital signal would be reconverted into analog voice signals for switching
and then reconverted to digital form for transmission in the next hop. This inefficiency
was eliminated by the deployment of digital switches in the early 1980s that can switch
the voice signals in digital form. Thus a voice call would need to be digitized only once
upon entering the network; then it would be transmitted and switched in digital form
until it reached the other end of the network. The call would then be converted to analog
form for transmission over the pair of wires that connects the user to the network.

In the 1960s and 1970s computer-based connection control was introduced for the
setting up of connections in a switch. Computers would examine a request message for
a call as it came in, check to see whether the destination was available, and if so, make
the appropriate connection. The use of computers to control switches provided great
flexibility in modifying the control of a connection and in introducing new features.
It also led to the introduction of a separate signaling network to carry the messages
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between the computers that controlled these switches. In addition to setting up calls,
the signaling network enabled the introduction of new services such as credit card calls,
long-distance calls, 800 calls, call screening, voice mail, and many other services.

A major application of the signaling network is in cellular telephone service. This
service requires that mobile users be provided with seamless radio connectivity even
as they move from an area or cell covered by one antenna to an adjacent cell covered
by a different antenna. The signaling network handles the messages that coordinate
the handoff of users between cells. The usefulness of mobile communications led to
explosive growth in the use of cellular phones. It also fostered new user expectations
in terms of mobility and personal customization in their communications services not
only for voice but also for data.

Let us now consider the interplay between telephone voice service and the archi-
tecture of the telephone network. Basic telephone voice service provides for the near-
instantaneous (“real-time”) transfer of voice signals between humans. The following
elements and functions are essential in the architecture of the telephone network:

1. Transmission systems for the transfer of voice signals. These systems can be analog
or digital depending on the format of the voice signal.

2. Telephone switches to transfer a signal from an incoming transmission line to an
output transmission line. The switches can be analog or digital depending on the
attached transmission system. The tandem connection of transmission lines and
telephone switches form the end-to-end circuit that transfers the voice signal.

3. A telephone numbering system to identify telephone users or stations.
4. Methods for allowing users to indicate to the network that they require a connection,

to specify the desired telephone number, and to indicate the termination of a call.
We refer to this as a user-to-network signaling system.

5. A system inside the network, for performing a routing decision that identifies a
path in the network, based on a request for a voice connection, and a network
signaling system to distribute signaling messages to computers that control switches
to establish the desired path between the two telephones.

As in telegraph networks, transmission systems form the foundation for the tele-
phone network architecture. In addition, switches also play a role enabling the transfer
of information from multiple users. In contrast to telegraph networks, telephone net-
works require that the routing elements identify and set up the entire path before any
information flows into the network. Finally, it is noteworthy that the control part of the
telephone network, that is, the signaling system, involves computer communications,
that is, the exchange of messages between computers.

1.1.3 The Internet, Computer Networks, and Packet Switching

The Internet Protocol (IP) provides datagram service, namely, the transfer of “packets”
of information across multiple, possibly dissimilar networks. Before discussing packet
switching and the architecture of the Internet, we need to present some of the types of
networks that the Internet operates on. We also retrace the development of computer
network architectures.
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The first computer network was the Semi-Automatic Ground Environment (SAGE)
system developed between 1950 and 1956 for air defense systems [Green 1984]. The
system consisted of 23 computer networks, each network connecting radar sites, ground-
to-air data links, and other locations to a central computer. The SABRE airline reserva-
tions system, which was introduced in 1964, is cited as the first large successful commer-
cial computer network and it incorporated many of the innovations of the SAGE system.

Early computers were extremely expensive, so techniques were developed to allow
them to be shared by many users. In the 1960s tree-topology terminal-oriented networks
were developed to allow user terminals to connect to a single central shared computer.
As the cost of computers dropped and their use in organizations proliferated, it became
necessary for users to connect to different computers for different applications. This
situation required a different topology than that of terminal-oriented networks. In addi-
tion, as “dumb” terminals were replaced by “intelligent” terminals and later by personal
computers, it became necessary to develop networks that were more flexible and could
provide communications among many computers.

The ARPANET was the first major effort at developing a network to interconnect
computers over a wide geographical area.4 We emphasize the fact that the “users” of this
network were full-fledged computers, not terminals. As such, the users of this network
had processing and storage resources not available in previous terminal equipment. It
therefore became possible to develop powerful networking protocols that made use
of this processing capability at the edge of the network and to simplify the operation of
the equipment inside the network. This approach is in marked contrast to the telephone
network where the signaling and connection-control intelligence resides inside the
network, not in the telephone set.

The Internet was later developed to enable communications between computers
that were attached to different networks. IP made it possible to transfer information in
the form of packets across many, dissimilar networks. In effect IP is used to create a
single global internetwork out of many diverse networks. The TCP/IP protocols that
emerged in the late 1970s form the basis for today’s Internet.

WHAT IS A PROTOCOL?
In dealing with networks we run into a multiplicity of protocols, with acronyms such
as HTTP, FTP, TCP, IP, DNS, and so on. What is a protocol, and why are there so
many? A protocol is a set of rules that governs how two or more communicating
parties are to interact.

As an example of a protocol, Figure 1.6 shows a typical exchange of messages
that occurs when you call the telephone company to find a phone number. The
interaction begins with the user dialing for directory assistance (411). The telephone
network responds with an automated welcoming message followed by a request for
the city (and state or province depending on the location of the city). Once the user

4The Advanced Research Projects Agency (ARPA) of the U.S. Department of Defense funded the devel-
opment of the ARPANET.
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“Thank you, please hold”
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“Springfield”

“What name?”

FIGURE 1.6 411 protocol: typical message exchange when
requesting a telephone number.

responds, the network requests the name. After the user states the name, a human
operator comes online and confirms the name and address. When the user provides
the information, an automated message is played followed by a synthesized voice
stating the phone number. The interaction or protocol between the caller and system
can be defined quite precisely because the service provided is so specific.

In the case of computers, protocols must be precise and unambiguous as they
involve communications between machines. For this reason, protocols involve defin-
ing the messages that are to be exchanged between machines as well as the actions
that are to be taken when certain events take place and when certain messages are
transmitted or received.

The purpose of a protocol is to provide some type of service. In web browsing
the HyperText Transfer Protocol (HTTP) specifies how a web client and server are
to interact. Other examples of protocols are: File Transfer Protocol (FTP) for the
transfer of files, Simple Mail Transfer Protocol (SMTP) for e-mail, Internet Protocol
(IP) for the transfer of packets, and Domain Name System (DNS) for IP address
lookup. We discuss these protocols further in Chapter 2.
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FIGURE 1.7 Terminal-oriented networks: (a) time-shared computers and cables for input
devices; (b) dial-in.

TERMINAL-ORIENTED NETWORKS
Figure 1.7a shows an arrangement that allows a number of terminals to share a host com-
puter. Each terminal, initially a teletype printer and later a video terminal, is connected
by a set of wires to the computer. By exchanging messages with the host computer, the
terminal could input instructions and obtain results from the computer. Initially the ter-
minals were all located in a room adjacent to the host computer. Access from terminals
located farther from the host computer became possible as communication lines with
greater reach became available. Modem devices for transmitting digital information
were introduced so that terminals could access the host computer via the telephone net-
work, as shown in Figure 1.7b. Eventually terminal-oriented networks were developed
to provide the message transfer service that enabled host computers to be shared.

Certain applications required a large number of geographically distributed termi-
nals to be connected to a central computer. For example, a set of terminals at various
travel agencies in a city might need to access the same computer. In most of these appli-
cations, the terminals would generate messages in a bursty manner; that is, the message
transmissions would be separated by long idle times. The cost of providing individual
lines to each terminal could be prohibitive, so various systems were developed to provide
a message transfer service between the central computer and its associated terminals.

Medium access control methods were developed to allow a number of terminals
at different locations to communicate with a central computer using a shared commu-
nication line. The access to the line needs to be controlled so that different terminals
do not interfere with each other by transmitting at the same time. Figure 1.8 shows a
“multidrop” line arrangement, allowing several terminals to share one line to and from
the computer. This system uses a master/slave polling arrangement whereby the central
computer sends a poll message to a specific terminal on the outgoing line. All terminals

T

C

Poll to
terminal

Response
from terminal

T T T

FIGURE 1.8 Sharing a multidrop line.
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FIGURE 1.9 Multiplexer systems.

listen to the outgoing line, but only the terminal that is polled replies by sending any
information that it has ready for transmission on the incoming line.

Statistical multiplexers/concentrators provided another means for sharing a com-
munications line among terminals, as shown in Figure 1.9. Messages from a terminal
are encapsulated inside a frame that consists of a header in addition to the user mes-
sage. The header provides an address that identifies the terminal. The communication
line transmits a sequence of binary digits, so a framing method is required to delineate
the beginning and end of each frame. The messages from the various terminals are
buffered by the multiplexer, ordered into a queue, and transmitted one at a time over the
communication line to the central computer. The central computer sorts out the mes-
sages from each terminal, carries out the necessary processing, and returns the result
inside a frame. The statistical multiplexer uses the address in the frame to determine
the destination terminal.

Computer applications require precise instructions to operate correctly. Early data
transmission systems that made use of telephone lines had to deal with errors in trans-
mission arising from a variety of sources: interference from spurious external sig-
nals, impulses generated by analog switching equipment, and thermal noise inherent
in electronic equipment. Error-control techniques were developed to ensure virtually
error-free communication of data information. In addition to the header, each frame of
information would have a number of redundant CRC or “check bits” appended to it
prior to transmission as shown in Figure 1.9. These check bits were calculated from the
information bits according to some algorithm and would enable the receiver to detect
whether the received frames contained errors, and, if so, to request retransmission.

Figure 1.10 shows a typical terminal-oriented network circa 1970. Remote
concentrators/statistical multiplexers at regional centers connect to a central computer,
using high-speed digital transmission lines. Each remote concentrator gathers messages

San
Francisco Chicago

New York
CityAtlanta

T
T

T

…

…

…

Host

…

FIGURE 1.10 Typical terminal-oriented network circa 1970.
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using lower-speed lines from various sites in its region. Multidrop lines such as those
discussed above could be used in such lines, for example, Atlanta in the figure. Note
that routing and forwarding are straightforward in these tree-topology networks as all
information flows from terminals to the central host and back.

Let us now consider the architecture of terminal-oriented networks. The service
provided by these networks involves the transfer of messages to and from a central
computer to a set of terminals. The elements in the architecture of terminal-oriented
networks is similar to that of telegraph networks:

1. A digital transmission system to transfer binary information. The transmission sys-
tem can consist of a modem operating over telephone lines or of specialized data
transmission equipment.

2. A method for the transmission of frames of information between terminals and
central computers. The frames contain address information to identify the terminals,
check bits to enable error control, and associated framing method to identify the
boundaries of a frame.

3. In the case of systems that are connected to the same communication line, the systems
also need a medium access control to coordinate the transmissions of information
from terminals into the shared communication line.

COMPUTER-TO-COMPUTER NETWORKS
The basic service provided by computer networks is the transfer of messages from any
computer connected to the network to any other computer connected to the network.
This function is similar to the message switching service provided by telegraph systems.
An additional requirement of a computer network is that transit times be short for mes-
sages from interactive applications. This requirement suggests that a limit be imposed
on the size of messages that are allowed to enter the network, since long messages
can impose long waiting times for interactive traffic that consists of short messages.
Packet-switching networks address this problem. These networks are designed to
provide packet transfer service, where a packet is a variable-length block of informa-
tion up to some specified maximum size. User messages that do not fit inside a single
packet are segmented and transmitted using multiple packets. As shown in Figure 1.11
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PS � packet switch
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FIGURE 1.11 A packet-switching
network.
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FIGURE 1.12 ARPANET circa 1972 [Kahn 1972].

packets are transferred from packet switch to packet switch until they are delivered at the
destination. The messages are then recovered from individual packets or reassembled
once the component packets have been received at the destination.

The ARPANET 5

The ARPANET was developed in the late 1960s to provide a test bed for researching the
interconnection of host computers using packet switching across a wide area network
(WAN), a network that can span an area larger than a city and that can even be global
in reach. From the attached host computer’s point of view, the ARPANET offered a
message transfer service. However, inside the network, the ARPANET operated on the
basis of a packet transfer service. Each packet consists of a header with a destination
address attached to user information and is transmitted as a single unit across a network,
much as a telegram would be transmitted in a telegraph network. The ARPANET
consisted of packet switches interconnected by communication lines that provided
multiple paths for interconnecting host computers over wide geographical distances.6

The packet switches were implemented by dedicated minicomputers, and each packet
switch was connected to at least two other packet switches to provide alternative paths in
case of failures. The communications lines were leased from public carriers and initially
had a speed of 56 kbps. The resulting network had a topology, such as shown in Figure
1.12. In the ARPANET host computers exchanged messages of up 8000 bits in length,
and the packet switching network was designed to transmit packets of information no
longer than a given maximum length, about 1000 bits. Therefore, messages entering
the network might require segmentation into one or more packets at the ingress packet
switch and reassembly at the egress packet switch.

ARPANET packet transmission service was connectionless in the sense that no
connection setup was required prior to the transmission of a packet. Thus packets could
be transmitted immediately without incurring the delay associated with setting up a
connection. Each packet contained destination address information that enabled the
packet switches in the network to carry out the routing of the packet to the destination.

5See [Kahn 1972], also the website entitled “A Technical History of the ARPANET—A Technical Tour.”
6In ARPANET a packet switch was called an IMP, for Interface Message Processor.
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Each packet switch maintained a routing table that would specify the output line that was
to be used for each given destination. Packets were then buffered to await transmission
on the appropriate link. Packets from different users would thus be multiplexed into the
links between packet switches.

Packets were encapsulated in frames that used special characters to delineate the
frame, as well as check bits to enable error control. If errors were detected in an arriving
frame, the receiving packet switch would discard the frame (and its packet). The sending
packet switch would maintain a timer for each transmitted frame. A frame would be
retransmitted if its timer expired before the frame was acknowledged.

Each packet switching node implemented a distributed routing algorithm to main-
tain its routing tables. The algorithm involved the exchange of information between
neighboring nodes and the calculation of a consistent set of routing tables that together
directed the flow of packets from source to destination. This arrangement enabled the
routing tables to be updated in response to changes in traffic or topology and gave
ARPANET the capability to adapt to faults in the network. The packets would simply
be routed around the points of failure after the failures were detected and the routing
tables updated. Because routes could change, it was also possible for packets to arrive
out of order at the destination.

Each packet switch in ARPANET contained a limited amount of buffering for
holding packets. To prevent packet switches from becoming congested, an end-to-end
congestion control was developed. Operating between the source and destination packet
switching nodes, the congestion control limited the number of packets that a host can
have in transit.

In addition to defining the protocols for the operation of the packet network, the
ARPANET also defined protocols for the interaction between host computers across
the network. In particular, flow control methods were introduced to regulate the rate at
which a source computer sent messages to a destination computer. This action prevented
a sending computer from overflowing the buffers of a destination computer.

The motivation for developing computer networks was to support multiple user
applications. The ARPANET developed several lasting applications that ran in its host
computers. These included e-mail, remote login, and file transfer—applications that we
take for granted today.

ARPANET was the first large-scale wide-area packet-switching network.
ARPANET provided for the transfer of messages between host computers using a
connectionless packet switching network. Its architecture incorporated most of the
elements of modern packet switching networks:

1. High-speed (for the time) 56 kbps digital transmission lines provide for the transfer
of streams of binary information.

2. Packets between adjacent packet switches are transferred inside of frames that con-
tain delineation information as well as check bits for error control.

3. Destinations are identified by unique addresses that are used by routing tables to
perform routing decisions to select the next hop of each packet as it traverses the
network.

4. Routing tables at the packet switches are calculated dynamically in response to
changes in network traffic and topology.
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5. Messages are segmented into packets at the ingress to the network and reassembled
at the egress of the network. End-to-end congestion control mechanisms are used to
prevent congestion inside the network by limiting the number of packets a host can
have in transit.

6. Flow control methods between host computers are introduced to prevent buffer
overflow.

7. Applications that rely on the transfer of messages between computers are
developed.

In the ARPANET we see most of the elements of computer network architecture.7

Each element can be viewed as a layer in a vertical hierarchy or in an onionlike sphere.
At the lowest layer we have digital transmission providing for the transfer of bits
across a line. At each end of the line we have devices that exchange frames subject
to rules that enable recovery from errors. Packet-switching nodes, interconnected by
communications lines, use routing tables to direct packets from ingress nodes to egress
nodes in the network. To determine the paths that should be built into the routing
tables, all the packet-switching nodes run a distributed routing algorithm. Devices at the
edge of the packet-switching network segment messages into packets and reassemble
them back into messages. These devices may also regulate the rate at which packets
are allowed into the network in order to prevent congestion inside the network. Host
computers in turn may regulate the rate at which messages are sent to match the ability
of the destination computer to process messages. The resulting computer network in
turn enables the running of applications over geographically separate computers. In
Chapter 2 we will examine the layered structure of network architectures in detail.

Local Area Networks
The emergence in the 1980s of workstations that provided computing at lower cost led
to a proliferation of individual computers within a department or building. To minimize
the overall system cost, it was desirable to share (then) expensive devices such as printers
and disk drives. This practice gave rise to networks with limited distances (typically
less than one kilometer) called local area networks (LANs). The requirements of
a LAN are quite different from those of a wide area network. The small distances
between computers in a LAN implied that low cost, very high speed, and relatively
error-free communication was possible. Complex error-control procedures were largely
unnecessary. In addition, in the local environment machines were constantly being
moved between labs and offices, which created the administrative problem of keeping
track of the location of a computer at any given time. This problem is easily overcome
by giving the network interface card (NIC) for each machine a globally unique address
and by broadcasting all messages to all machines in the LAN. A medium access
control protocol becomes essential to coordinate access to the transmission medium
in order to prevent collisions between frames. A variety of topologies can provide the
broadcasting feature required by LANs, including ring, bus, and tree networks.

The most successful LAN, the Ethernet shown in Figure 1.13a, involved transmis-
sion over a bus topology coaxial cable. Stations with messages to transmit would first

7The missing element is that of an internetwork, or “internet.”
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(a) (b)

Transceivers

FIGURE 1.13 Ethernet local area network: (a) bus topology; (b) star topology.

sense the cable (carrier sensing) for the presence of ongoing transmissions. If no trans-
missions were found, the station would proceed to transmit its message encapsulated
inside a frame. The station would continue to monitor the cable in an attempt to detect
collisions. If collisions were detected, the station would abort its transmission. The
introduction of sensing and collision detection significantly improved the efficiency of
the transmission cable.

The bus topology of the original Ethernet has a disadvantage in terms of the cost of
coaxial wiring relative to the cost of telephone cable wires as well as in terms of fault
handling. Twisted-pair Ethernet was developed to provide lower cost through the use of
conventional unshielded copper wires such as those used for telephones. As shown in
Figure 1.13b, the computers are now connected by copper wires in a star topology to a
hub that can be located in a wiring closet in the same way that telephones are connected
in a building. The computers transmit packets using the same random access procedure
as in the original Ethernet, except that collisions now occur at the hub, where the wires
converge.

A LAN provides a message-transfer service between computers and other devices
that are attached to the LAN. The elements of LAN architecture involve:

1. A high-speed (typically 10 megabits/second and above) digital transmission system
that may support broadcast transmissions.

2. An addressing structure that provides each station with a unique address and supports
broadcast transmissions.

3. A frame structure to delineate individual transmissions, and a medium access control
procedure to coordinate transmissions into the shared broadcast medium.

The Internet
In the mid-l970s after the ARPANET packet-switching network had been established,
ARPA began exploring data communications using satellite and mobile packet radio
networks. The need to develop protocols to provide communications across multiple,
possibly dissimilar, networks soon became apparent. An internetwork or internet
involves the interconnection of multiple networks into a single large network, as
shown in Figure 1.14. The component networks may differ in terms of their under-
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FIGURE 1.14 An internetwork.

lying technology and operation. For example, these networks could consist of various
types of LANs, packet-switching networks, or even individual point-to-point links. The
power in the internet concept is that it allows different networks to coexist and interwork
effectively.

The Internet Protocol (IP) was developed to provide for the connectionless trans-
fer packets called datagrams across an internetwork. In IP the component networks
are interconnected by special packet switches called gateways or routers. Each router
interface adapts to the particular attributes of the underlying network. IP routers direct
the transfer of IP packets across an internet. After a routing decision is made, the packets
are placed in a buffer to await transmission over the next network. In effect, packets from
different users are statistically multiplexed in these buffers. The underlying networks
are responsible for transferring the packets between routers.

IP traditionally provides best-effort service. That is, IP makes every effort to deliver
the packets but takes no additional actions when packets are lost, corrupted, delivered out
of order, or even misdelivered. In this sense the service provided by IP is unreliable. The
student may wonder why one would want to build an internetwork to provide unreliable
service. The reason is that providing reliability inside the internetwork introduces a great
deal of complexity in the routers. The requirement that IP operate over any network
places a premium on simplicity. For example, IP deals with congestion by dropping
packets. This action triggers protocols in end systems at the edge of the network to
adjust the rate at which they transmit.

IP uses a hierarchical address space that has “grouping” information embedded
in the structure. IP addresses consist of 4 bytes usually expressed in dotted-decimal
notation, for example, 128.100.11.1. IP addresses consist of two parts: a network ID
and a host ID. Machines in the same group share common portions of the address,
which allows routers to handle addresses with the same prefix in the same manner.
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The Internet also provides a name space to refer to machines connected to the Internet,
for example, tesla.comm.toronto.edu. The name space also has a hierarchical structure,
but it is administrative and not used in the routing operation of the network. Automatic
translation of names to addresses is provided by the Domain Name System (DNS).

The User Datagram Protocol (UDP) allows applications to transfer individual
blocks of user information using datagrams. UDP takes the user information, appends
appropriate information that identifies the application in the destination host, and then
uses IP to transfer the datagram across an internet. However, UDP is not appropriate
for some applications. For example, many applications also require the reliable transfer
of a stream of information in the correct sequence or order. The Transmission Con-
trol Protocol (TCP) was developed to provide reliable transfer of stream information
over the connectionless IP. TCP operates in a pair of end hosts across an IP internet.
TCP provides for error and flow control on an end-to-end basis that can deal with the
problems that can arise due to lost, delayed, or misdelivered IP packets. TCP also in-
cludes a mechanism for reducing the rate at which information is transmitted into an
internet when congestion is detected. TCP exemplifies the IP design principle, which
is that complexity is relegated to the edge of the network, where it can be implemented
in the host computers.

A rich set of applications has been developed to operate on top of the TCP/IP.
These applications include SMTP for e-mail service, FTP for file transfer, HTTP for
web service, and RTP for real-time transfer of information such as voice and video.
By building on top of TCP/IP, applications are assured of two huge advantages: (1) the
application will work over the entire Internet; (2) the application will continue working
even as the underlying network technologies change and evolve because IP will continue
to work on top of the new technologies.

In comparing the architecture of the Internet with that of ARPANET we see that
IP introduces a layer between the computers that attach to it and individual packet
networks. In effect, IP introduces a layer that creates a network of networks in which
IP routers treat component networks as “links” that its packets must traverse. IP routers
direct the flow of packets across networks. Devices attached to the Internet convert
messages into packets and back. Indeed the key elements of the TCP/IP architecture
are captured in the Federal Networking Council (www.itrd.gov/fnc/Internet res.html)
definition of the term Internet as a global information system that

a. Is logically linked together by a global unique address space based on the
Internet Protocol (IP) or its subsequent extensions/follow-ons.

b. Is able to support communications using the Transmission Control
Protocol/Internet Protocol (TCP/IP) suite or its subsequent
extenstions/follow-ons, and/or other IP-compatible protocols.

c. Provides, uses, or makes accessible, either publicly or privately, high-level
services layered on the communications and related infrastructure described
herein.

Note that the above definition for Internet (with uppercase I) specifies both the use
of TCP/IP protocols and the use of a globally unique address space. Thus a private
internetwork that uses TCP/IP and a private address space is referred to as an internet
(with lowercase i).
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WHAT IS A DOMAIN NAME?
While each machine on a network has an IP address, this address usually provides
little information on the use of the machine or who its owner is. To make the addresses
more meaningful to people, host names were introduced. For example, the IP address
128.100.11.1 is not as informative as the corresponding domain name utoronto.ca,
which of course identifies a host belonging to the University of Toronto.

Today host names are determined according to the domain name system (DNS).
The system uses a hierarchical tree topology to reflect different administrative levels.
Below the root level are the familiar terms such as com, org, and edu as well as
country identifiers, such as jp and ca, for Japan and Canada, respectively. When
written linearly, the lowest level is the leftmost term. Thus, the domain name of the
Network Architecture Lab at the University of Toronto is comm.utoronto.ca, where
comm is a subdomain of utoronto.ca.

DNS is discussed further in Chapter 2.

ESSENTIAL ELEMENTS OF A NETWORK ARCHITECTURE
We have seen in this section that certain elements or functions are essential to achieve
communications, hence their presence in most modern network architectures. These
elements include the following:

1. Digital transmission lines for the transfer of streams of binary information between
equipment.

2. Exchange of frames of information between adjacent equipment; these frames
contain delineation information as well as check bits for error control.

3. Medium access control procedures to regulate the transmission of frames from
multiple users to a shared broadcast medium.

4. Addresses to identify points of attachment to a network or internetwork.
5. Exchange of packets of information between packet switches in a network. Routing

tables in packet switches are used to select the path of each packet as it traverses
the network.

6. Dynamic calculation of routing tables at the packet switches in response to changes
in network traffic and topology.

7. Congestion control mechanisms may be used to prevent congestion inside the
network.

8. Internetworking provides connectivity across multiple, possibly dissimilar, net-
works by using gateways or routers.

9. Segmentation and reassembly of messages into packets at the ingress to and egress
from the network. End-to-end error recovery mechanisms to ensure reliable transfer
across a network or internetwork.

10. A multiplicity of applications that build on the transfer of messages between
computers.

The above network elements can be organized in a layered fashion so that one
builds on top of another. For example, the framing element builds on top of a digital
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transmission to enable the transfer of blocks of information across a transmission line.
Another example involves an application building on top of a network information
service. For example, the HTTP application builds on top of TCP/IP to deliver the web-
browsing service. In Chapter 2 we develop the notion of layered network architectures
in detail.

We also saw that there are two fundamentally different approaches to communi-
cations. In the connectionless approach, the message is sent directly into the network,
and no connection needs to be set up ahead of time. Telegrams worked in this fashion,
and datagrams in computer networks work this way. The connection-oriented approach
requires that a connection be set up across equipment in the network before informa-
tion can be transferred. The telephone network provides an important example of this
approach. Interestingly the setting up of a connection involves the exchange of mes-
sages between controllers and switches and hence gives rise to the need for a computer
network to carry the signaling messages. The contrast between connectionless and
connection-oriented networks will be a recurring theme in the development of network
architectures and we will discuss the issue throughout this book.

1.2 FUTURE NETWORK ARCHITECTURES
AND THEIR SERVICES

We have summarized two centuries in the evolution of communication networks and
services and in doing so have seen that new network architectures can emerge and
obliterate old architectures. For example, the introduction of the electrical telegraph
led to the disappearance of the visual telegraph networks within a few years. We have
also seen that a new architecture can grow steadily over many decades eventually
displacing an older architecture. For example, the gradual global deployment of the
telephone network eventually led to the disappearance of telegraph networks. We are
currently experiencing a transition from a telephone-centric network architecture to a
computer-centric architecture. In this section we examine some of the factors driving
this transition.

The introduction of new applications and services is an important factor in network
evolution. Typically, many new applications and services over time build on top of the
basic network service. Facsimile transmissions of documents and data communications
using modems are two examples of services that build on top of the basic voice trans-
mission service. Other new services have resulted from leveraging the capabilities of
the telephone-signaling network. Examples include 1-800 calls, caller-id, call forward-
ing, and voice mail. Another very important example is provided by cellular telephone
services, which use the telephone-signaling infrastructure to control the connections
between users as they move within a geographical area.

The Internet has a network architecture that supports a relatively simple, but very
powerful service, the transfer of packets across many networks. This basic service al-
lows computers to exchange messages, and in so doing, enables any application that can
be implemented through the exchange of messages between computers. Applications
that are taken for granted today, e-mail for example, came into wide use only in the
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recent past because of the Internet. Other applications, such as the World Wide Web and
Napster, underwent explosive growth and had dramatic impact on business, commerce,
education, and entertainment. We can expect that new generations of applications will
continue to emerge, and if found valuable, deploy rapidly in the Internet.

Applications and services that incorporate multimedia information, that is, audio,
images, and video are an important factor affecting network evolution today. The tran-
sition from analog to digital formats for multimedia information is nearly complete:
phonograph records and audiocassettes have been replaced by audio compact disks
(CDs), film cameras are being replaced by digital cameras, and analog videocassette
recorders and televisions are being replaced by digital versatile disk (DVD) recordings
and MPEG digital television. The transition from networks that transfer multimedia
information in analog form to networks that use digital means is also underway. Digi-
tal television is now distributed over cable and satellite television broadcast networks.
The exchange of JPEG digital images and MP3 digital audio over the Internet is now
commonplace. However, neither the telephone nor the Internet is capable of supporting
the real-time transfer of multimedia information with high quality. This fact points to
limitations in both architectures.

The circuit-switched telephone network was designed to provide real-time voice
communications using pre-established connections. A physical circuit that bears the
voice signal in electrical form provides as instantaneous transfer as is possible, namely,
at the speed of light. The telephone network can deliver voice signals of excellent quality
across the globe. Unfortunately the telephone network is not very flexible when it comes
to handling other types of multimedia information. Specialized terminal equipment is
needed to digitize audio-visual signals and to fit them into formats that are multiples of
the 64 kbps rate of a single digital voice signal. In addition, special handling, and hence
higher cost, is involved in setting up connections for such signals across the telephone
network. For these reasons video-telephone service has never taken off.

Packet-switched networks have advantages as well as serious shortcomings in the
handling of real-time multimedia information. Packet networks are not constrained
to fixed bit-rate signals; any signal, whether audio, video, or something else, can be
digitized and packed into packets for transfer across the network. However, packet
networks can involve multiple, and usually variable, packet delays. Before a signal
is delivered delays are incurred in digitization, in filling a packet with the digitized
signal, and waiting for transmission in buffers at the packet switches in the path along
the network. Best-effort packet transfer does not distinguish between packets from
a real-time voice signal and packets from a file transfer, and so, voice packets can
encounter very large delays making real-time packet communications of voice and
other multimedia information impossible. We will see later in the book that current
changes are being introduced in the Internet architecture so that packets can be handled
with different levels of urgency and care. The support of real-time communications
over the Internet will lead not only to voice-over-Internet service, but will spur many
interesting new applications, from network games to real-time remote control of many
types.

The confluence of telephone networks and the Internet is leading to new network ar-
chitectures that combine elements from packet and circuit switching. The Asynchronous
Transfer Mode (ATM) network architecture is a major example of the combination of
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packet and circuit-switching concepts. ATM networks enable the network operator to
set up pipes that can carry either fixed or variable bandwidth traffic and to provide
delay guarantees. New protocols in Internet provide means for establishing paths for IP
packet traffic to provide delay guarantees as well as to manage traffic flows in packet
networks. These new protocols are also influencing circuit-switching networks. Opti-
cal networks that provide very high bandwidth connections between machines such as
routers operate in circuit-switched mode. In optical networks the distributed routing
methods of IP networks are being adapted to provide a means for selecting optical
paths in circuit-switched optical networks. Another major area of activity involves the
development of signaling methods for use in the Internet to provide the call services
available in the telephone network over the Internet, that is, voice telephony with call
forwarding, etc., as well as the design of gateways to enable the interworking of tele-
phone services across both networks. An especially significant application of these
new capabilities is to provide mobility and personal customization in communication
services. We examine these emerging protocols in the later part of this book.

Clearly network architectures are in a state of flux, and the reader can expect that
the next few years will be very interesting.

1.3 KEY FACTORS IN COMMUNICATION
NETWORK EVOLUTION

We have traced the evolution of communication networks from telegraphy to the emerg-
ing integrated services networks. Before proceeding with the technical details of net-
working in the remainder of the book, however, we pause to discuss factors that influence
the evolution of communication networks. Figure 1.15 shows the three traditional fac-
tors: technology, regulation, and market. To these we add standards, a set of technical
specifications followed by manufacturers or service providers, as a fourth factor.

A traditional axiom of telecommunications was that a new telecommunications
service could succeed only if three conditions were satisfied. First of all the technol-
ogy must be available to implement the service in a cost-effective manner. Second,
government regulations must permit such a service to be offered. Third, the market

Technology

Market

Standards

Regulation

FIGURE 1.15 Factors determining success
of a new service.
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for the service must exist. These three conditions were applicable in the monopoly
environment where a single provider made all the decisions regarding design and im-
plementation of the network. The move away from single providers of network services
and manufacturers of equipment made compliance with recognized standards essential.

The availability of the technology to implement a service in and of itself does
not guarantee its success. Numerous failures in new service offerings can be traced
back to the nontechnology factors. Frequently new services fall in gray areas where the
regulatory constraints are not clear. For example, most regulatory policies regarding
television broadcasting are intended for radio broadcast and cable systems; however,
it is not clear that these regulations apply to television over the Internet. Also, it is
seldom clear ahead of time that a market exists for a given new service. For example,
the deployment of videotelephony has met with failure several times in the past few
decades due to lack of market.

1.3.1 Role of Technology

Technology always plays a role in determining what can be built. The capabilities of
various technologies have improved dramatically over the past two centuries. These
improvements in capabilities have been accompanied by reductions in cost. As a result,
many systems that were simply impossible two decades ago have become not only
feasible but also cost-effective.

Of course, fundamental physical considerations place limits on what technology
can ultimately achieve. For example, no signal can propagate faster than the speed
of light, and hence there is a minimum delay or latency in the transfer of a message
between two points a certain distance apart. However, while bounded by physical laws,
substantial opportunities for further improvement in enabling technologies remain.

The capabilities of a given technology can be traced over a period of time and found
to form an S-shaped curve, as shown in Figure 1.16a. During the initial phase the capa-
bilities of the technology improve dramatically, but eventually the capabilities saturate
as they approach fundamental limitations. An example of this situation is the capability
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FIGURE 1.16 Capability of a technology as an S curve
(based on Martin 1977).
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of copper wires to carry information measured in bits per second. As the capabilities of
a given technology approach saturation, innovations that provide the same capabilities
but within a new technology class arise. For example, as copper wire transmission ap-
proached its fundamental limitation, the class of coaxial cable transmission emerged,
which in turn was replaced by the class of optical fiber transmission. The optical fiber
class has much higher fundamental limits in terms of achievable transmission rates and
its S curve is now only in the early phase. When the S curves for different classes of
technologies are superimposed, they form a smooth S curve themselves, as shown in
Figure 1.16b.

In discussing the evolution of network architecture in Section 1.1, we referred to
the rate curve for information transmission shown in Figure 1.1. The figure traces the
evolution from telegraphy to analog telephony, computer networks, digital telephony,
and the currently emerging integrated services networks. In the figure we also note
various milestones in the evolution of networking concepts. Early telegraphy systems
operated at a speed equivalent to tens of bits per second. Early digital telephone systems
handled 24 voice channels per wire, equivalent to about 1,500,000 bits per second. In
1997 optical transmissions systems could handle about 500,000 simultaneous voice
channels, equivalent to about 1010 bits per second (10 gigabits per second)! In the year
2000 systems operated at rates of 1012 bits per second (1 terabit per second) and higher!
These dramatic improvements in transmission capability have driven the evolution of
networks from telegraphy messaging to voice telephony and currently to image and
video communications.

In addition to information transmission capacity, a number of other key technolo-
gies have participated in the development of communication networks. These include
signal processing technology and digital computer technology. In particular, computer
memory capacity and computer processing capacity play a key role in the operation of
network switches and the implementation of network protocols. These two technolo-
gies have thus greatly influenced the development of networks. For more than three
decades now, computer technology has improved at a rate that every 18 to 24 months the
same dollar buys twice the performance in computer processing, computer storage, and
transmission capacity. For example, Moore’s Law states that the number of transistors
per chip doubles every 1.5 years. Figure 1.17 shows the improvement in Intel micro-
processors over the past three decades. These improvements have resulted in networks
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that not only handle greater volumes of information and greater data rates but can also
carry out more sophisticated processing and hence support a wider range of services.

The advances in core technologies in the form of higher transmission, storage, and
processing capacities are enablers to bigger and more complex systems. These advances
enable the implementation and deployment of more intelligent, software-based algo-
rithms to control and manage networks of increasingly larger scale. Major advances
in software technologies have been needed to carry out the design, development, and
testing, as well as to ensure the reliable and continued operation of these extremely
complex systems.

1.3.2 Role of Regulation

Traditional communication services in the form of telephony and telegraphy have been
government regulated. Because of the high cost in deploying the requisite infrastruc-
ture and the importance of controlling communications, governments often chose to
operate communication networks as monopolies. The planning of communication net-
works was done over time horizons spanning several decades. This planning accounted
for providing a very small set of well-defined communication services, for example,
telegraph and “plain-old telephone service” (POTS). These traditional telegraph and
telephone organizations were consequently not very well prepared to introduce new
services at a fast rate.

The last three decades have seen a marked move away from monopoly environ-
ment for communications in North America, and to a certain extent in other parts of
the world. The Carterfone decision by the U.S. Federal Communications Commission
(FCC) in 1968 opened the door for the connection of non-telephone-company tele-
phone equipment to the telephone network. The breakup in 1984 of the AT&T system
into an independent long-distance carrier and a number of independent regional tele-
phone operating companies opened the way for competition. In the United States the
Telecommunications Act of 1996 attempted to open the way to further competition in
the access portion of the telephone network. A surge in new entrants to local telephone
access led to a boom in the growth of the telecom service and equipment industry. This
“telecom bubble” burst in 2001 and led to the catastrophic demise of most of the new
service providers. It is likely that some form of re-regulation will be reintroduced in
the United States in the coming years.

In spite of the trend towards deregulation, telecommunications will probably never
be entirely free of government regulation. For example, telephone service is now con-
sidered an essential “lifeline” service in many countries, and regulation plays a role in
ensuring that access to a minimal level of service is available to everybody. Regulation
can also play a role in addressing the issue of which information should be available to
people over a communications network. For example, many people agree that some
measures should be available to prevent children from accessing pornography over the
Internet. However, there is less agreement on the degree to which information should
be kept private when transmitted over a network. Should encryption be so secure that no
one, not even the government in matters of national security, can decipher transmitted
information? These questions are not easily answered. The point here is that regulation
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on these matters will provide a framework that determines what types of services and
networks can be implemented.

1.3.3 Role of the Market

The existence of a market for a new service is the third factor involved in determining
the success of a new service. This success is ultimately determined by a customer’s
willingness to pay, which, of course, depends on the cost, usefulness, and appeal of the
service. For a network-based service, the usefulness of the service frequently depends
on there being a critical mass of subscribers. For example, telephone or e-mail service
is of limited use if the number of reachable destinations is small. In addition, the cost
of a service generally decreases with the size of the subscriber base due to economies
of scale, for example, the cost of terminal devices and their components. The challenge
then is how to manage the deployment of a service to first address a critical mass and
then to grow to large scale.

As examples, we will cite one instance where the deployment to large scale failed
and another where it succeeded. In the early 1970s a great amount of investment was
made in the United States in developing the Picturephone service, which would provide
audiovisual communications. The market for such a service did not materialize. Subse-
quent attempts have also failed, and only recently are we starting to see the availability
of such a service piggybacking on the wide availability of personal computers.

As a second example, we consider the deployment of cellular radio telephony. The
service, first introduced in the late 1970s, was initially deployed as a high-end ser-
vice that would appeal to a relatively narrow segment of people who had to communi-
cate while on the move. This deployment successfully established the initial market.
The utility of being able to communicate while on the move had such broad appeal
that the service mushroomed over a very short period of time. The explosive growth
in the number of cellular telephone subscribers prompted the deployment of new wire-
less technologies.

1.3.4 Role of Standards

Standards are basically agreements, with industrywide, national, and possibly interna-
tional scope, that allow equipment manufactured by different vendors to be interoper-
able. Standards focus on interfaces that specify how equipment is physically intercon-
nected and what procedures are used to operate across different equipment. Standards
applying to data communications between computers specify the hardware and software
procedures through which computers can correctly and reliably “talk to one another.”
Standards are extremely important in communications where the value of a network
is to a large extent determined by the size of the community that can be reached. In
addition, the investment required in telecommunications networks is very high, and so
network operators are particularly interested in having the choice of buying equipment
from multiple, competing suppliers, rather than being committed to buying equipment
from a single supplier.
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Standards can arise in a number of ways. In the strict sense, de jure standards result
from a consultative process that occurs on a national and possibly international basis.
For example, many communication standards, especially for telephony, are developed
by the International Telecommunications Union (ITU), which is an organization that
operates under the auspices of the United Nations.8 Almost every country has its own
corresponding organization that is charged with the task of setting national communica-
tion standards. In addition, some standards are set by nongovernmental organizations.
Prominent examples include the Internet Engineering Task Force (IETF), which is
responsible for the development of standards related to the Internet and the Institute
of Electrical and Electronic Engineers (IEEE) 802 committee, which specializes
in LAN/MAN9 standards. While the ITU follows a more formal standardization pro-
cess, the IETF adopts a more pragmatic approach that relies on “rough consensus and
running code.” This key difference historically has led vendors to produce interopera-
ble implementations based on IETF specifications faster. Standards may arise when a
certain product, or class of products, becomes dominant in a market. An example of
these de facto standards are personal computers based on Intel microprocessors and the
MicrosoftTM Windows operating system.

The existence of standards enables smaller companies to enter large markets such
as communication networks. These companies can focus on the development of limited
but key products that are guaranteed to operate within the overall network, for example,
chips that implement certain protocols. This environment results in an increased rate
of innovation and evolution of both the technology and the standards.

On a more fundamental level, standards provide a framework that can guide the
decentralized activities of the various commercial, industrial, and governmental orga-
nizations involved in the development and evolution of networks.

CHECKLIST OF IMPORTANT TERMS

address
analog transmission system
ARPANET
best-effort service
broadcasting
circuit switching
communication network
connection-oriented
connectionless packet transfer
datagram
digital transmission system
Domain Name System (DNS)

Ethernet
frame
gateway/router
header
Institute of Electrical and Electronic

Engineers (IEEE)
International Telecommunications

Union (ITU)
Internet Engineering Task Force (IETF)
Internet
internetwork or internet
Internet Protocol (IP)

8The ITU was formerly known as the Consultative Committee for International Telegraphy and Telephony
(CCITT).
9A metropolitan area network (MAN) typically covers an area of a city.
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local area network (LAN)
medium access control
message switching
multiplexing
packet
packet switching
routing
services
signaling network

statistical multiplexer/concentrator
store-and-forward
telephone numbering system
telephone service
telephone switch
Transmission Control Protocol (TCP)
transmission rate
User Datagram Protocol (UDP)
wide area network (WAN)
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PROBLEMS

1.1. (a) Describe the step-by-step procedure that is involved from the time you deposit a letter
in a mailbox to the time the letter is delivered to its destination. What role do names,
addresses, and mail codes (such as ZIP codes or postal codes) play? How might the
letter be routed to its destination? To what extent can the process be automated?

(b) Repeat part (a) for an e-mail message. At this point you may have to conjecture
different approaches about what goes on inside the computer network.

(c) Are the procedures in parts (a) and (b) connection-oriented or connectionless?

1.2. (a) Describe what step-by-step procedure might be involved inside the network in making
a telephone connection.

(b) Now consider a personal communication service that provides a user with a personal
telephone number. When the number is dialed, the network establishes a connection
to wherever the user is located at the given time. What functions must the network
now perform to implement this service?

1.3. Explain how the telephone network might modify the way calls are handled to provide
the following services:
(a) Call display: the number and/or name of the calling party is listed on a screen before

the call is answered.
(b) Call waiting: a special sound is heard when the called party is on the line and another

user is trying to reach the called party.
(c) Call answer: if the called party is busy or after the phone rings a prescribed number

of times, the network gives the caller the option of leaving a voice message.
(d) Three-way calling: allows a user to talk with two other people at the same time.

1.4. (a) Suppose that the letter in problem 1.1 is sent by fax. Is this mode of communications
connectionless or connection-oriented? real-time or non real-time?

(b) Repeat part (a) for a voice-mail message left at a given telephone.

1.5. Suppose that network addresses are scarce and are assigned so that they are not globally
unique; in particular, suppose that the same block of addresses may be assigned to multiple
organizations. How can the organizations use these addresses? Can users from two such
organizations communicate with each other?

1.6. (a) Describe the similarities and differences in the services provided by (1) a music
program delivered over broadcast radio and (2) music delivered by a dedicated
CD player.

(b) Describe how these services might be provided and enhanced by providing them
through a communications network.

1.7. (a) Use the World Wide Web to visit the sites of several major newspapers. How are these
newspapers changing the manner in which they deliver news services?

(b) Now visit the websites of several major television networks. How are they changing
the manner in which they deliver news over the Internet? What differences, if any,
exist between the approaches taken by television networks and newspapers?

1.8. Discuss the advantages and disadvantages of transmitting fax messages over the Internet
instead of the telephone network.
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1.9. (a) Suppose that an interactive video game is accessed over a communication network.
What requirements are imposed on the network if the network is connection-oriented?
connectionless?

(b) Repeat part (a) if the game involves several players located at different sites.
(c) Repeat part (b) if one or more of the players is in motion, for example, kids in the

back of the van during a summer trip.

1.10. Discuss the similarities between the following national transportation networks and a
communications network. Is the transportation system more similar to a telephone network
or to a packet network?
(a) Railroad network.
(b) Airline network.
(c) Highway system.
(d) Combination of (a), (b), and (c).

1.11. In the 1950s standard containers were developed for the transportation of goods. These
standard containers could fit on a train car, on a truck, or in specially designed container
ships. The standard size of the containers makes it possible to load and unload them much
more quickly than non-standard containers of different sizes. Draw an analogy to packet-
switching communications networks. In your answer identify what might constitute a
container and speculate on the advantages that may come from standard-size information
containers.

1.12. The requirements of world commerce led to the building of the Suez and Panama Canals.
What analogous situations might arise in communication networks?

1.13. Two musicians located in different cities want to have a jam session over a communication
network. Find the maximum possible distance between the musicians if they are to interact
in real-time, in the sense of experiencing the same delay in hearing each other as if they
were 10 meters apart. The speed of sound is approximately 330 meters/second, and assume
that the network transmits the sound at the speed of light in cable, 2.3×108 meters/second.

1.14. The propagation delay is the time required for the energy of a signal to propagate from
one point to another.
(a) Find the propagation delay for a signal traversing the following networks at the speed

of light in cable (2.3 × 108 meters/second):
a circuit board 10 cm
a room 10 m
a building 100 m
a metropolitan area 100 km
a continent 5000 km
up and down to a geostationary satellite 2 × 36,000 km

(b) How many bits are in transit during the propagation delay in the above cases if bits are
entering the above networks at the following transmission speeds: 10,000 bits/second;
1 megabit/second; 100 megabits/second; 10 gigabits/second.

1.15. In problem 1.14, how long does it take to send an L-byte file and to receive a 1-byte
acknowledgment back? Let L = 1, 103, 106, and 109 bytes.
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1.16. Use your web browser to access a search engine and retrieve the article “A Brief History
of the Internet” by Leiner, Cerf, Clark, Kahn, Kleinrock, Lynch, Postel, Roberts, and
Wolff. Answer the following questions:
(a) Who was J. Licklider, and what was his “galactic network” concept?
(b) Who coined the term packet?
(c) What (who?) is an IMP?
(d) Did the ARPANET use NCP or TCP/IP?
(e) Was packet voice proposed as an early application for Internet?
(f ) How many networks did the initial IP address provide for?

1.17. Use your web browser to access a search engine and retrieve the following presentation
from the ACM 97 conference: “The Folly Laws of Predictions 1.0” by Gordon Bell.
Answer the following questions:
(a) At what rate have processing, storage, and backbone technologies improved from

1950 to 2000? How does this rate compare to advances in telephony?
(b) What is Moore’s Law?
(c) What’s the point of making predictions?
(d) What is the difficulty in anticipating trends that have exponential growth?
(e) Who was Vannevar Bush, and why is he famous?
(f ) What is the size in bytes of each frame in this presentation? What is the size in bytes

of the audio clip for a typical frame? What is the size of the video clip for a typical
scene?

1.18. The introduction of new communications services usually impacts other services through
substitution. Describe how substitution takes place in the following cases.
(a) E-mail, facsimile, and postal mail.
(b) E-mail, local, and long-distance phone service.
(c) Cell phone, local, and long-distance phone service.
(d) Peer-to-peer file exchange and commercial CD recording.

1.19. Use your web browser to access a news website and play a news video clip. Speculate
about how the information is being transported over the Internet. How does the quality of
the audio and video compare to that of broadcast or cable television?

1.20. Use your web browser to access the IETF web page at (currently at www.ietf.org) and
learn the Internet Standards Process documented in RFC 2026.
(a) What are the different types of Requests for Comments (RFCs)?
(b) What is an Internet Draft?
(c) What are the differences among Proposed Standard, Draft Standard, and Standard?
(d) Which group in the IETF approves a certain specification for standard-track?
(e) How are disputes on working group documents resolved?



C H A P T E R 2

Applications and Layered Architectures

architecture, n. Any design or orderly arrangement perceived by man.
design, n. The invention and disposition of the forms, parts, or details of something accord-
ing to a plan.1

Communication networks can be called upon to support an extremely wide range of
services. We routinely use networks to talk to people, to send e-mail, to transfer files,
and to retrieve information. Business and industry use networks to carry out critical
functions, such as the transfer of funds and the automated processing of transactions, and
to query or update database information. Increasingly, the Internet is also being used to
provide “broadcast” services along the lines of traditional radio and television. It is clear
then that the network must be designed so that it has the flexibility to provide support
for current services and to accommodate future services. To achieve this flexibility, an
overall network architecture or plan is necessary.

The overall process of enabling two or more devices to communicate effectively
across a network is extremely complex. In Chapter 1 we identified the many elements of
a network that are required to enable effective communication. Early network designers
recognized the need to develop architectures that would provide a structure to organize
these functions into a coherent form. As a result, in the early 1970s various computer
companies developed proprietary network architectures. A common feature to all of
these was the grouping of the communication functions into related and manageable
sets called layers. We saw in Chapter 1 that communication functions can be grouped
according to the following tasks:

• The transport across a network of data from a process in one machine to the process
at another machine.

1Definitions are from The American Heritage Dictionary of the English Language, Houghton Mifflin Co.,
1978.
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• The routing and forwarding of packets across multiple hops in a network.
• The transfer of a frame of data from one physical interface to another.

These layers of functions build on top of each other to enable communications. We
use the term network architecture to refer to a set of protocols that specify how every
layer is to function.

The decomposition of the overall communications problem into a set of layers is
a first step to simplifying the design of the overall network. In addition the interaction
between layers needs to be defined precisely. This is done through the definition of
the service provided by each layer to the layer above, and through the definition of
the interface between layers through which a service is requested and through which
results are conveyed. A clearly defined service and interface allows a layer to invoke a
service from the layer below without regard to how the service is implemented by any
of the layers below. As long as the service is provided as specified, the implementation
of the underlying layers can be changed. Also, new services that build on existing
services can be introduced at any time, and in turn enable other new services at layers
above. This provides flexibility in modifying and evolving the network. In contrast, a
monolithic network design that uses a single large body of hardware and software to
meet all the network requirements can quickly become obsolete and also is extremely
difficult and expensive to modify. The layered approach accommodates incremental
changes much more readily.

In this chapter we develop the notion of a layered architecture, and we provide
examples from TCP/IP, the most important current network architecture. The discussion
is organized as follows:

1. Web-browsing and e-mail applications are used to demonstrate the operation of a
protocol within a layer and how it makes use of the communication services of the
layer below. We introduce the HTTP, DNS, and SMTP application layer protocols
in these examples.

2. The Open Systems Interconnection (OSI) reference model is discussed to show how
the overall communication process can be organized into functions that are carried
out in seven layers.

3. The TCP/IP architecture is introduced and compared to the OSI reference model.
We present a detailed end-to-end example in a typical TCP/IP Internet. We use a
network protocol analyzer to show the exchange of messages and packets in real
networks. This section is key to seeing the big picture because it shows how all the
layers work together.

Two optional sections present material that is useful in developing lab exercises
and experiments involving TCP/IP:

4. We introduce Berkeley sockets, which allow the student to write applications that
use the services provided by the TCP/IP protocols. We develop example programs
that show the use of UDP and TCP sockets.

5. We introduce several important TCP/IP application layer protocols: Telnet, FTP, and
HTTP. We also introduce several utilities and a network protocol analyzer that can
be used as tools to study the operation of the Internet.
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2.1 EXAMPLES OF PROTOCOLS, SERVICES,
AND LAYERING

A protocol is a set of rules that governs how two or more communicating parties are to
interact. When dealing with networks we run into a multiplicity of protocols, such as
HTTP, FTP, and TCP. The purpose of a protocol is to provide some type of communica-
tion service. For example, the HTTP protocol enables the retrieval of web pages, and the
TCP protocol enables the reliable transfer of streams of information between computers.
In this chapter, we will see that the overall communications process can be organized
into a stack of layers. Each layer carries out a specific set of communication functions
using its own protocol, and each layer builds on the services of the layer below it.

This section uses concrete examples to illustrate what is meant by a protocol and
to show how two adjacent layers interact. Together the examples also show the advan-
tages of layering. The examples use two familiar applications, namely, e-mail and Web
browsing. We present a simplified discussion of the associated protocols. Our purpose
here is to relate familiar applications to the underlying network services that are the
focus of this textbook.

2.1.1 HTTP, DNS, and SMTP

All the examples discussed in this section involve a client/server application. A server
process in a computer waits for incoming requests by listening to a port. A port is
an address that identifies which process is to receive a message that is delivered to a
given machine. Widely used applications have well-known port numbers assigned to
their servers, so that client processes in other computers can readily make requests as
required. The servers provide responses to those requests. The server software usually
runs in the background and is referred to as a daemon. For example, httpd refers to
the server daemon for HTTP.

EXAMPLE HTTP and Web Browsing

Let us consider an example of browsing through the World Wide Web (WWW). The
WWW consists of a framework for accessing documents that are located in computers
connected to the Internet. These documents are prepared using the HyperText Markup
Language (HTML) and may consist of text, graphics, and other media and are inter-
connected by links that appear within the documents. The WWW is accessed through a
browser program that displays the documents and allows the user to access other doc-
uments by clicking one of these links. Each link provides the browser with a uniform
resource locator (URL) that specifies the name of the machine where the document is
located as well as the name of the file that contains the requested document.

The HyperText Transfer Protocol (HTTP) specifies rules by which the client and
server interact so as to retrieve a document. The rules also specify how the request and
response are phrased. The protocol assumes that the client and server can exchange
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The user clicks on a link to indicate which document is to
be retrieved. The browser must determine the Internet
address of the machine that contains the document. To do
so, the browser sends a query to its local name server.

Once the address is known, the browser establishes a
connection to the server process in the specified machine,
usually a TCP connection. For the connection to be
successful, the specified machine must be ready to accept
TCP connections.

The browser runs a client version of HTTP, which issues a
request specifying both the name of the document and the
possible document formats it can handle.

The machine that contains the requested document runs a server
version of HTTP.  It reacts to the HTTP request by sending an
HTTP response which contains the desired
document in the appropriate format.

The user may start to view the document. The TCP
connection is closed after a certain timeout period.

1.

Step:

2.

3.

4.–6.

7.–8.

FIGURE 2.1 Retrieving a document from the web.

messages directly. In general, the client software needs to set up a two-way connection
prior to the HTTP request.

Figure 2.1 and Table 2.1 show the sequence of events and messages that are in-
volved in retrieving a document. In step 1 a user selects a document by clicking on its
corresponding link. For example, the browser may extract the URL associated with the
following link:

http://www.comm.utoronto.ca/comm.html

The client software must usually carry out a Domain Name System (DNS) query to
determine the IP address corresponding to the host name, www.comm.utoronto.ca. (We
discuss how this query is done in the next example.) The client software then sets up a
TCP connection with the WWW server (the default is port 80) at the given IP address
(step 2). The client end identifies itself by an ephemeral port number that is used only
for the duration of the connection. The TCP protocol provides a reliable byte-stream
transfer service that can be used to transmit files across the Internet.

After the connection is established, the client uses HTTP to request a document
(step 3). The request message specifies the method or command (GET), the document
(comm.html), and the protocol version that the browser is using (HTTP/1.1). The server
daemon identifies the three components of the message and attempts to locate the file
(step 4).
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TABLE 2.1 Retrieving a document from the web: HTTP message exchange.

Event Message Content

1. User selects document.
2. Network software of client locates the

server host and establishes a two-way
connection.

3. HTTP client sends message requesting GET /comm.html HTTP/1.1
document.

4. HTTP daemon listening on TCP port
80 interprets message.

5. HTTP daemon sends a result code and HTTP/1.1 200 OK
a description of the information that Date: Mon, 06 Jan 2003 23:56:44 GMT
the client will receive. Server: Apache/1.3.23 (Unix)

Last Modified: 03 Sep 2002 02:58:36 GMT
Content-Length: 8218
Content-Type: text/html

6. HTTP daemon reads the file and sends <html>
requested file through the TCP port. <head><title></title>...

<font face="Arial" >What is
Communications?</font>

7. Text is displayed by client browser,
which interprets the HTML format.

8. HTTP daemon disconnects the
connection after the connection is
idle for some timeout period.

In step 5 the daemon sends a status line and a description of the information
that it will send. Result code 200 indicates that the client request was successful and
that the document is to follow. The message also contains information about the server
software, the length of the document (8218 bytes), and the content type of the document
(text/html). If the request was for an image, the type might be image/gif. If the request
is not successful, the server sends a different result code, which usually indicates the
type of failure, for example, 404 when a document is not found.

In step 6 the HTTP daemon sends the file over the TCP connection. In the mean-
time, the client receives the file and displays it (step 7). The server maintains the TCP
connection open so it can accept additional requests from the client. The server closes
the TCP connection if it remains idle for some timeout period (step 8).

The HTTP example clearly indicates that a protocol is solely concerned with the
interaction between the two peer processes, that is, the client and the server. The protocol
assumes that the message exchange between peer processes occurs directly as shown in
Figure 2.2. Because the client and server machines are not usually connected directly,
a connection needs to be set up between them. In the case of HTTP, we require a
two-way connection that transfers a stream of bytes in correct sequential order and
without errors. The TCP protocol provides this type of communication service between
two processes in two machines connected to a network. Each HTTP process inserts its
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HTTP
client

HTTP
server

GET

STATUS

FIGURE 2.2 HTTP client/server
interaction.

messages into a buffer, and TCP transmits the contents of the buffer to the other TCP in
blocks of information called segments, as shown in Figure 2.3. Each segment contains
port number information in addition to the HTTP message information. HTTP is said
to use the service provided by TCP in the layer below. Thus the transfer of messages
between HTTP client and server in fact is virtual and occurs indirectly via the TCP
connection as shown in Figure 2.3. Later you will see that TCP, in turn, uses the service
provided by IP.

It is worth noting exactly how the HTTP application protocol invokes the service
provided by TCP. When the HTTP client software first needs to set up the TCP con-
nection, the client does so by making a series of socket system calls. These calls are
similar to function calls except that control is passed to the operating system kernel
when a socket system call is made. A socket system call specifies a certain action and
may contain parameters such as socket type, for example, TCP or UDP, and address
information. Thus the interaction between the HTTP layer and the TCP layer takes
place through these socket system calls.2

EXAMPLE DNS Query

The HTTP example notes that the client first needs to perform a DNS query to obtain
the IP address corresponding to the domain name. This step is done by sending a

HTTP
client

Ephemeral
port # Port 80

HTTP
server

TCP TCP

GET 80, #

#, 80 STATUS

FIGURE 2.3 TCP provides a
pipe between the HTTP client and
HTTP server.

2Sockets are explained in detail in Section 2.4.
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message to a DNS server. The Domain Name System (DNS) is a distributed database
that resides in multiple machines on the Internet and is used to convert between names
and addresses and to provide e-mail routing information. Each DNS machine maintains
its own database and acts as a DNS server that other machines can query. Typically
the requesting machine accesses a local name server, which, for example, may reside
in a university department or at an ISP. These local name servers are able to resolve
frequently used domain names into the corresponding IP addresses by caching recent
information. When unable to resolve a name, the local name server may sometimes send
a query to a root name server, of which there are currently 13 distributed globally. When
a root server is unable to determine an IP address, it sends a query to an authoritative
name server. Every machine on the Internet is required to register with at least two
authoritative name servers. If a given name server cannot resolve the domain name, the
queried name server will refer to another name server, and this process continues until
a name server that can resolve the domain name is found.

We now consider a simple case where the resolution takes place in the first server.
Table 2.2 shows the basic steps required for this example. After receiving the ad-
dress request, a process in the host, called the resolver, composes the short mes-
sage shown in step 2. The OPCODE value in the DNS message header indicates
that the message is a standard query. The question portion of the query contains
the following information: QNAME identifies the domain name that is to be trans-
lated. The DNS server can handle a variety of queries, and the type is specified by
QTYPE. In the example, QTYPE = A requests a translation of a name to an IP
address. QCLASS requests an Internet address (some name servers handle non-IP
addresses). In step 3 the resolver sends the message to the local server using the data-
gram communication service provided by UDP.

TABLE 2.2 DNS query and response.

Event Message content

1. Application requests name to address
translation.

2. Resolver composes query message. Header: OPCODE=SQUERY
Question:
QNAME=tesla.comm.toronto.edu.,

QCLASS=IN, QTYPE=A
3. Resolver sends UDP datagram

encapsulating the query message.
4. DNS server looks up address and Header: OPCODE=SQUERY,

prepares response. RESPONSE, AA
Question: QNAME=
tesla.comm.toronto.edu.,

QCLASS=IN, QTYPE=A
Answer: tesla.comm.toronto.edu.

86400 IN A 128.100.11.1
5. DNS sends UDP datagram encapsulating the

response message.
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The short message returned by the server in step 4 has the Response and Authori-
tative Answer bits set in the header. This setting indicates that the response comes from
an authority that manages the domain name. The question portion is identical to that
of the query. The answer portion contains the domain name for which the address is
provided. This portion is followed by the Time-to-Live field, which specifies the time
in units of seconds that this information is to be cached by the client. Next are the
two values for QCLASS and QTYPE. IN again indicates that it is an Internet address.
Finally, the IP address of the domain name is given (128.100.11.1).

In this example the DNS query and response messages are transmitted by using the
communication service provided by the User Datagram Protocol (UDP). The UDP
client attaches a header to the user information to provide port information (port 53 for
DNS) and encapsulates the resulting block in an IP packet. The UDP service is connec-
tionless; no connection setup is required, and the datagram can be sent immediately.
Because DNS queries and responses consist of short messages, UDP is ideally suited
for conveying them.

The DNS example shows again how a protocol, in this case the DNS query protocol,
is solely concerned with the interaction between the client and server processes. The
example also shows how the transfer of messages between client and server, in fact, is
virtual and occurs indirectly via UDP datagrams.

EXAMPLE SMTP and E-mail

Finally, we consider an e-mail example, using the Simple Mail Transfer Protocol
(SMTP). Here a mail client application interacts with a local SMTP server to initiate
the delivery of an e-mail message. The user prepares an e-mail message that includes
the recipient’s e-mail address, a subject line, and a body. When the user clicks Send, the
mail application prepares a file with the above information and additional information
specifying format, for example, plain ASCII or Multipurpose Internet Mail Extensions
(MIME) to encode non-ASCII information. The mail application has the name of the
local SMTP server and may issue a DNS query for the IP address. Table 2.3 shows the
remaining steps involved in completing the transfer of the e-mail message to the local
SMTP server.

Before the e-mail message can be transferred, the application process must set up
a TCP connection to the local SMTP server (step 1). Thereafter, the SMTP protocol
is used in a series of exchanges in which the client identifies itself, the sender of the
e-mail, and the recipient (steps 2–8). The client then transfers the message that the
SMTP server accepts for delivery (steps 9–12) and ends the mail session. The local
SMTP server then repeats this process with the destination SMTP server. To locate
the destination SMTP server, the local server may have to perform a DNS query of
type MX (mail exchange). SMTP works best when the destination machine is always
available. For this reason, users in a PC environment usually retrieve their e-mail from
a mail server using the Post Office Protocol version 3 (POP3) instead.
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TABLE 2.3 Sending e-mail.

Event Message content

1. The mail application establishes a
TCP connection (port 25) to its local
SMTP server.

2. SMTP daemon issues the following message 220 tesla.comm.toronto.edu ESMTP
to the client, indicating that it is ready to Sendmail 8.9.0/8.9.0; Thu,
receive mail. 2 Jul 1998 05:07:59 -0400 (EDT)

3. Client sends a HELO message and identifies HELO bhaskara.comm.utoronto.ca
itself.

4. SMTP daemon issues a 250 message, 250 tesla.comm.toronto.edu Hello
indicating the client may proceed. bhaskara.comm [128.100.10.9],

pleased to meet you
5. Client sends sender’s address. MAIL FROM:

<banerjea@comm.utoronto.ca>
6. If successful, SMTP daemon replies with a 250 <banerjea@comm.utoronto.ca> ...

250 message. Sender ok
7. Client sends recipient’s address. RCPT TO: <alg@nal.utoronto.ca>
8. A 250 message is returned. 250 <alg@nal.utoronto.ca> ...

Recipient ok
9. Client sends a DATA message requesting DATA

permission to send the mail message.
10. The daemon sends a message giving the client 354 Enter mail, end with "." on

permission to send. a line by itself
11. Client sends the actual text. Hi Al,

This section on email sure needs
a lot of work...

12. Daemon indicates that the message is accepted 250 FAA00803 Message accepted for
for delivery. A message ID is returned. delivery

13. Client indicates that the mail session is over. QUIT
14. Daemon confirms the end of the session. 221 tesla.comm.toronto.edu

closing connection

2.1.2 TCP and UDP Transport Layer Services

The e-mail, DNS query, and HTTP examples show how multiple protocols can operate
by using the communication services provided by the TCP and UDP protocols. Both
the TCP and UDP protocols operate by using the connectionless packet network service
provided by IP.

UDP provides connectionless transfer of datagrams between processes in hosts
attached to the Internet. UDP provides port numbering to identify the source and des-
tination processes in each host. UDP is simple and fast but provides no guarantees in
terms of delivery or sequence addressing.

TCP provides for reliable transfer of a byte stream between processes in hosts
attached to the Internet. The processes write bytes into a buffer for transfer across
the Internet by TCP. TCP is considerably more complex than UDP. TCP involves the
establishment of a connection between the two processes. To provide their service,
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the TCP entities implement error detection and retransmission as well as flow control
algorithms (discussed in Chapters 5 and 8). In addition, TCP also implements congestion
control, which regulates the flow of segments into the network. This topic is discussed
in Chapters 7 and 8.

Indeed, an entire suite of protocols has been developed to operate on top of TCP and
UDP, thereby demonstrating the usefulness of the layering concept. New services can
be quickly developed by building on the services provided by existing layer protocols.

PEER-TO-PEER FILE SHARING
File-sharing applications such as Napster and Gnutella became extremely popular
as a means of exchanging MP3 audio and other files. The essence of these peer-to-
peer applications is that ordinary PCs (“peers”) attached to the Internet can act not
only as clients, but also as transient file servers while the applications are activated.
When a peer is interested in finding a certain file, it sends a query. The response
provides a list of peers that have the file and additional information such as the speed
of each peer’s connection to the Internet. The requesting peer can then set up a TCP
connection to one of the peers in the list and proceed to retrieve the file.

The technically difficult part in peer-to-peer file sharing is maintaining the
database of peers that are connected at a given point in time and the files that they
have available for sharing. The Napster approach used a centralized database that
peers could contact when they became available for file sharing and/or when they
needed to make a query. The Gnutella approach uses a distributed approach where
the peers organize themselves into an overlay network by keeping track of peers that
are assigned to be adjacent to them. A query from a given peer is then broadcast
by sending the query to each neighbor, their neighbors’ neighbors, and so on up to
some maximum number of hops.

Peer-to-peer file sharing provides another example of how new services and
applications can be deployed very quickly over the Internet. Peer-to-peer file sharing
also brings up many legal, commercial, and cultural issues that will require many
years to resolve.

2.2 THE OSI REFERENCE MODEL

The early network architectures developed by various computer vendors were not
compatible with each other. This situation had the effect of locking in customers with
a single vendor. As a result, there was pressure in the 1970s for an open systems archi-
tecture that would eventually lead to the design of computer network equipment that
could communicate with each other. This desire led to an effort in the International
Organization for Standardization (ISO) first to develop a reference model for open
systems interconnection (OSI) and later to develop associated standard protocols. The
OSI reference model partitioned the communications process into seven layers and
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provided a framework for talking about the overall communications process and hence
was intended to facilitate the development of standards. The OSI work also provided a
unified view of layers, protocols and services. This unified view has provided the basis
for the development of networking standards to the present day.

2.2.1 The Seven-Layer OSI Reference Model

Consider an application that involves communications between a process in computer A
and a process in computer B. The OSI reference model divides the basic communi-
cation functions required for computers A and B to communicate into the seven layers
shown in Figure 2.4. In this section, we will discuss the functions of the seven layers
starting from the bottom (physical layer) to the top (application layer). The reader should
compare the definition of the OSI layers to the elements described for the telegraph,
telephone, and computer network architectures discussed in Chapter 1.

The physical layer deals with the transfer of bits over a communication channel,
for example, the digital transmission system and the transmission media such as copper
wire pairs, coaxial cable, radio, or optical fiber. The layer is concerned with the partic-
ular choice of system parameters such as voltage levels and signal durations. The layer
is also concerned with the procedures to set up and release the physical connection, as
well as with mechanical aspects such as socket type and number of pins. For exam-
ple, an Ethernet physical layer standard defines the connector and signal interfaces in
a PC.
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FIGURE 2.4 The seven-layer OSI reference model.
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The data link layer provides for the transfer of frames (blocks of information)
across a transmission link that directly connects two nodes. The data link layer inserts
framing information in the sequence of transmitted bits to indicate the boundaries of
the frames. It also inserts control and address information in the header and check
bits to enable recovery from transmission errors, as well as flow control. The data link
control is particularly important when the transmission link is prone to transmission
errors. Historically, the data link layer has included the case where multiple terminals
are connected to a host computer in point-to-multipoint fashion. In Chapter 5 we will
discuss High-level Data Link Control (HDLC) protocol and Point-to-Point Protocol
(PPP), which are two standard data link controls that are in wide use.

The OSI data link layer was defined so that it included the functions of LANs,
which are characterized by the use of broadcast transmissions. The notion of a “link,”
then, includes the case where multiple nodes are connected to a broadcast medium.
As before, frames flow directly between nodes. A medium access control procedure
is required to coordinate the transmissions from the machines into the medium. A flat
addressing space is used to enable machines to listen and recognize frames that are
destined to them. Later in this chapter we will discuss the Ethernet LAN standard.

The network layer provides for the transfer of data in the form of packets across a
communication network. One key aspect of the network layer is the use of a hierarchical
addressing scheme that identifies the point of attachment to the network and that can
accommodate a large number of network users. A key aspect of the packet transfer
service is the routing of the packets from the source machine to the destination machine,
typically traversing a number of transmission links and network nodes where routing
is carried out. By routing protocol we mean the procedure that is used to select paths
across a network. The nodes in the network must work together to perform the routing
effectively. This function makes the network layer the most complex in the reference
model. The network layer is also responsible for dealing with the congestion that occurs
from time to time due to temporary surges in packet traffic.

When the two machines are connected to the same packet-switching network as in
Figure 2.5, a single address space and routing procedure are used. However, when the
two machines are connected to different networks, the transfer of data must traverse
two or more networks that possibly differ in their internal routing and addressing
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PS � packet switch

  H � host 

FIGURE 2.5 A packet-switching
network using a uniform routing
procedure.
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FIGURE 2.6 An internetwork.

scheme. In this case internetworking protocols are necessary to route the data between
gateways/routers that connect the intermediate networks, as shown in Figure 2.6. The
internetworking protocols must also deal with differences in addressing and differences
in the size of the packets that are handled within each network. This internet sublayer
of the network layer assumes the responsibility for hiding the details of the underlying
network(s) from the upper layers. This function is particularly important given the large
and increasing number of available network technologies for accomplishing packet
transfer.

As shown in Figure 2.4, each intermediate node in the network must implement
the lower three layers. Thus one pair of network layer entities exists for each hop of the
path required through the network. Note that the network layer entities in the source
and destination machines are not peer processes, that is, if there are intermediate nodes
between them, they do not talk directly to each other.

The transport layer is responsible for the end-to-end transfer of messages from
a process in the source machine to a process in the destination machine. The transport
layer protocol accepts messages from its higher layers and prepares blocks of informa-
tion called segments or datagrams for transfer between end machines. The transport
layer uses the services offered by the underlying network or internetwork to provide
the session layer with a transfer of messages that meets a certain quality of service. The
transport layer can provide a variety of services. At one extreme the transport layer may
provide a connection-oriented service that involves the error-free transfer of a sequence
of bytes or messages. The associated protocol carries out error detection and recovery,
and sequence and flow control. At the other extreme the transport layer may instead
provide an unconfirmed connectionless service that involves the transfer of individual
messages. In this case the role of the transport layer is to provide the appropriate ad-
dress information so that the messages can be delivered to the appropriate destination
process. The transport layer may be called upon to segment messages that are too long
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into shorter blocks of information for transfer across a network and to reassemble these
messages at the destination.

In TCP/IP networks, processes typically access the transport layer through socket
interfaces that are identified by a port number. We discuss the socket interface in the
Berkeley UNIX application programming interface (API) in an optional section later
in this chapter.

The transport layer can be responsible for setting up and releasing connections
across the network. To optimize the use of network services, the transport layer may
multiplex several transport layer connections onto a single network layer connection. On
the other hand, to meet the requirements of a high throughput transport layer connection,
the transport layer may use splitting to support its connection over several network layer
connections.

Note from Figure 2.4 that the top four layers are end to end and involve the inter-
action of peer processes across the network. In contrast the lower two layers of the OSI
reference model involve interaction of peer-to-peer processes across a single hop.

The session layer can be used to control the manner in which data are exchanged.
For example, certain applications require a half-duplex dialog where the two parties
take turns transmitting information. Other applications require the introduction of syn-
chronization points that can be used to mark the progress of an interaction and can
serve as points from which error recovery can be initiated. For example, this type of
service may be useful in the transfer of very long files over connections that have short
times between failures.

The presentation layer is intended to provide the application layer with indepen-
dence from differences in the representation of data. In principle, the presentation layer
should first convert the machine-dependent information provided by application A into
a machine-independent form, and later convert the machine-independent form into a
machine-dependent form suitable for application B. For example, different computers
use different codes for representing characters and integers, and also different conven-
tions as to whether the first or last bit is the most significant bit.

Finally, the purpose of the application layer is to provide services that are fre-
quently required by applications that involve communications. In the WWW example
the browser application uses the HTTP application-layer protocol to access a WWW
document. Application layer protocols have been developed for file transfer, virtual ter-
minal (remote log-in), electronic mail, name service, network management, and other
applications.

In general each layer adds a header, and possibly a trailer, to the block of information
it accepts from the layer above. Figure 2.7 shows the headers and trailers that are added as
a block of application data works its way down the seven layers. At the destination each
layer reads its corresponding header to determine what action to take and it eventually
passes the block of information to the layer above after removing the header and trailer.

In addition to defining a reference model, an objective of the ISO activity was the
development of standards for computer networks. This objective entailed specifying the
particular protocols that were to be used in various layers of the OSI reference model.
However, in the time that it took to develop the OSI protocol standards, the TCP/IP net-
work architecture emerged as an alternative for open systems interconnection. The free
distribution of TCP/IP as part of the Berkeley UNIX® ensured the development of
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FIGURE 2.7 Headers and trailers are added to a block of data as it moves
down the layers.

numerous applications at various academic institutions and the emergence of a market
for networking software. This situation eventually led to the development of the global
Internet and to the dominance of the TCP/IP network architecture.

2.2.2 Unified View of Layers, Protocols, and Services

A lasting contribution from the development of the OSI reference model was the de-
velopment of a unified view of layers, protocols, and services. Similar requirements
occur at different layers in a network architecture, for example, in terms of addressing,
multiplexing, and error and flow control. This unified view enables a common under-
standing of the protocols that are found in different layers. In each layer a process on one
machine carries out a conversation with a peer process on the other machine across a
peer interface, as shown in Figure 2.8.3 In OSI terminology the processes at layer n are
referred to as layer n entities. Layer n entities communicate by exchanging protocol
data units (PDUs). Each PDU contains a header, which contains protocol control in-
formation, and usually user information. The behavior of the layer n entities is governed
by a set of rules or conventions called the layer n protocol. In the HTTP example the
HTTP client and server applications acted as peer processes. The processes that carry

3Peer-to-peer protocols are present in every layer of a network architecture. In Chapter 5 we present detailed
examples of peer-to-peer protocols.
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out the transmitter and receiver functions of TCP also constitute peer processes at the
layer below.

The communication between peer processes is usually virtual in the sense that no
direct communication link exists between them. For communication to take place, the
layer n + 1 entities make use of the services provided by layer n. The transmission of
the layer n + 1 PDU is accomplished by passing a block of information from layer
n + 1 to layer n through a software port called the layer n service access point (SAP)
across a service interface, as shown in Figure 2.9. Each SAP is identified by a unique
identifier (for example, recall that a WWW server process passes information to a TCP
process through a Transport-SAP or port number 80). The block of information passed
between layer n and layer n + 1 entities consists of control information and a layer n
service data unit (SDU), which is the layer n + 1 PDU itself. The layer n entity uses
the control information to form a header that is attached to the SDU to produce the layer
n PDU. Upon receiving the layer n PDU, the layer n peer process uses the header to
execute the layer n protocol and, if appropriate, to deliver the SDU to the corresponding
layer n + 1 entity. The communication process is completed when the SDU (layer n + 1
PDU) is passed to the layer n + 1 peer process.4

In principle, the layer n protocol does not interpret or make use of the information
contained in the SDU.5 We say that the layer n SDU, which is the layer n + 1 PDU,
is encapsulated in the layer n PDU. This process of encapsulation narrows the scope
of the dependencies between adjacent layers to the service definition only. In other

4It may be instructive to reread this paragraph where a DNS query message constitutes the layer n + 1 PDU
and a UDP datagram constitutes the layer n PDU.
5On the other hand, accessing some of the information “hidden” inside the SDU can sometimes be useful.
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words, layer n + 1, as a user of the service provided by layer n, is only interested in
the correct execution of the service required to transfer its PDUs. The details of the
implementation of the layers below layer n + 1 are irrelevant.

The service provided by layer n typically involves accepting a block of information
from layer n + 1, transferring the information to its peer process, which in turn delivers
the block to the user at layer n + 1. The service provided by a layer can be connection
oriented or connectionless. A connection-oriented service has three phases.

1. Establishing a connection between two layer n SAPs. The setup involves negotiating
connection parameters as well as initializing “state information” such as the sequence
numbers, flow control variables, and buffer allocations.

2. Transferring n-SDUs using the layer n protocol.
3. Tearing down the connection and releasing the various resources allocated to the

connection.

In the HTTP example in Section 2.1, the HTTP client process uses the connection
services provided by TCP to transfer the HTTP PDU, which consists of the request
message. A TCP connection is set up between the HTTP client and server processes,
and the TCP transmitter/receiver entities carry out the TCP protocol to provide a reliable
message stream service for the exchange of HTTP PDUs. The TCP connection is later
released after one or more HTTP responses have been received.

Connectionless service does not require a connection setup, and each SDU is
transmitted directly through the SAP. In this case the control information that is passed
from layer n + 1 to layer n must contain all the address information required to transfer
the SDU. In the DNS example in Section 2.1, UDP provides a connectionless service
for the exchange of DNS PDUs. No connection is established between the DNS client
and server processes.

In general, it is not necessary for the layers to operate in the same connection
mode. Thus for example, TCP provides a connection-oriented service but builds on the
connectionless service provided by IP.

The services provided by a layer can be confirmed or unconfirmed depending
on whether the sender must eventually be informed of the outcome. For example,
connection setup is usually a confirmed service. Note that a connectionless service can
be confirmed or unconfirmed depending on whether the sending entity needs to receive
an acknowledgment.

Information exchanged between entities can range from a few bytes to multi-
megabyte blocks or continuous byte streams. Many transmission systems impose a
limit on the maximum number of bytes that can be transmitted as a unit. For example,
Ethernet LANs have a maximum transmission size of approximately 1500 bytes. Con-
sequently, when the number of bytes that needs to be transmitted exceeds the maximum
transmission size of a given layer, it is necessary to divide the bytes into appropriate-
sized blocks.

In Figure 2.10a a layer n SDU is too large to be handled by the layer n − 1, and so
segmentation and reassembly are applied. The layer n SDU is segmented into multiple
layer n PDUs that are then transmitted using the services of layer n − 1. The layer n
entity at the other side must reassemble the original layer n SDU from the sequence of
layer n PDUs it receives.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


2.2 The OSI Reference Model 51

Segmentation

Blocking

(b)

(a)

Unblocking

n-PDU n-PDUn-PDU

Reassembly

n-SDU

n-PDU n-PDUn-PDU

n-SDU

n-SDUn-SDU n-SDUn-SDUn-SDU n-SDU

n-PDU n-PDU

FIGURE 2.10 Segmentation/reassembly and blocking/unblocking.

On the other hand, it is also possible that the layer n SDUs are so small as to result
in inefficient use of the layer n − 1 services, and so blocking and unblocking may be
applied. In this case, the layer n entity may block several layer n SDUs into a single
layer n PDU as shown in Figure 2.10b. The layer n entity on the other side must then
unblock the received PDU into the individual SDUs.

Multiplexing involves the sharing of a layer n service by multiple layer n + 1 users.
Figure 2.11 shows the case where each layer n + 1 user passes its SDUs for transfer using
the service of a single layer n entity. Demultiplexing is carried out by the layer n entity at
the other end. When the layer n PDUs arrive at the other end of the connection, the SDUs
are recovered and must then be delivered to the appropriate layer n + 1 user. Clearly a
multiplexing tag is needed in each PDU to determine which user an SDU belongs to.
As an example consider the case where several application layer processes share the
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datagram services of UDP. Each application layer process passes its SDU through its
socket to the UDP entity. UDP prepares a datagram that includes the source port number,
the destination port number, as well as the IP address of the source and destination
machines. The server-side port number is a well-known port number that unambiguously
identifies the process that is to receive the SDU at the server end. The client-side port
number is an ephemeral number that is selected when the socket for the application is
established. Demultiplexing can then be carried out unambiguously at each UDP entity
by directing an arriving SDU to the port number indicated in the datagram.

Splitting involves the use of several layer n services to support a single layer n + 1
user. The SDUs from the single user are directed to one of several layer n entities, which
in turn transfer the given SDU to a peer entity at the destination end. Recombining
takes place at the destination where the SDUs recovered from each of the layer n entities
are passed to the layer n + 1 user. Sequence numbers may be required to reorder the
received SDUs.

Multiplexing is used to achieve more efficient use of communications services.
Multiplexing is also necessary when only a single connection is available between two
points. Splitting can be used to increase reliability in situations where the underlying
transfer mechanism is unreliable. Splitting is also useful when the transfer rate required
by the user is greater than the transfer rate available from individual services.

In closing we re-iterate: Similar needs occur at different layers and these can be
met by a common set of services such as those introduced here.

2.3 OVERVIEW OF TCP/IP ARCHITECTURE

The TCP/IP network architecture is a set of protocols that allows communication across
multiple diverse networks. The architecture evolved out of research that had the original
objective of transferring packets across three different packet networks: the ARPANET
packet-switching network, a packet radio network, and a packet satellite network. The
military orientation of the research placed a premium on robustness with regard to
failures in the network and on flexibility in operating over diverse networks. This envi-
ronment led to a set of protocols that are highly effective in enabling communications
among the many different types of computer systems and networks. Indeed, the Inter-
net has become the primary fabric for interconnecting the world’s computers. In this
section we introduce the TCP/IP network architecture. The details of specific protocols
that constitute the TCP/IP network architecture are discussed in later chapters.

2.3.1 TCP/IP Architecture

Figure 2.12a shows the TCP/IP network architecture, which consists of four layers.
The application layer provides services that can be used by other applications. For exam-
ple, protocols have been developed for remote login, for e-mail, for file transfer, and for
network management. The TCP/IP application layer incorporates the functions of the
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top three OSI layers. The HTTP protocol discussed in Section 2.1 is actually a TCP/IP
application layer protocol. Recall that the HTTP request message included format in-
formation and the HTTP protocol defined the dialogue between the client and server.

The TCP/IP application layer programs are intended to run directly over the trans-
port layer. Two basic types of services are offered in the transport layer. The first service
consists of reliable connection-oriented transfer of a byte stream, which is provided by
the Transmission Control Protocol (TCP). The second service consists of best-effort
connectionless transfer of individual messages, which is provided by the User Data-
gram Protocol (UDP). This service provides no mechanisms for error recovery or flow
control. UDP is used for applications that require quick but not necessarily reliable
delivery.

The TCP/IP model does not require strict layering, as shown in Figure 2.12b. In
other words, the application layer has the option of bypassing intermediate layers. For
example, an application layer may run directly over the internet layer.

The internet layer handles the transfer of information across multiple networks
through the use of gateways/routers, as shown in Figure 2.13. The internet layer
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corresponds to the part of the OSI network layer that is concerned with the transfer of
packets between machines that are connected to different networks. It must therefore
deal with the routing of packets from router to router across these networks. A key
aspect of routing in the internet layer is the definition of globally unique addresses for
machines that are attached to the Internet. The internet layer provides a single service,
namely, best-effort connectionless packet transfer. IP packets are exchanged between
routers without a connection setup; the packets are routed independently, and so they
may traverse different paths. For this reason, IP packets are also called datagrams.
The connectionless approach makes the system robust; that is, if failures occur in the
network, the packets are routed around the points of failure; there is no need to set up
the connections again. The gateways that interconnect the intermediate networks may
discard packets when congestion occurs. The responsibility for recovery from these
losses is passed on to the transport layer.

Finally, the network interface layer is concerned with the network-specific aspects
of the transfer of packets. As such, it must deal with part of the OSI network layer and
data link layer. Various interfaces are available for connecting end computer systems to
specific networks such as ATM, frame relay, Ethernet, and token ring. These networks
are described in later chapters.

The network interface layer is particularly concerned with the protocols that access
the intermediate networks. At each gateway the network access protocol encapsulates
the IP packet into a packet or frame of the underlying network or link. The IP packet
is recovered at the exit gateway of the given network. This gateway must then encap-
sulate the IP packet into a packet or frame of the type of the next network or link. This
approach provides a clear separation of the internet layer from the technology-dependent
network interface layer. This approach also allows the internet layer to provide a data
transfer service that is transparent in the sense of not depending on the details of the
underlying networks. The next section provides a detailed example of how IP operates
over the underlying networks.

Figure 2.14 shows some of the protocols of the TCP/IP protocol suite. The figure
shows two of the many protocols that operate over TCP, namely, HTTP and SMTP.
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The figure also shows DNS and Real-Time Protocol (RTP), which operate over UDP.
The transport layer protocols TCP and UDP, on the other hand, operate over IP. Many
network interfaces are defined to support IP. The salient part of Figure 2.14 is that all
higher-layer protocols access the network interfaces through IP. This feature provides
the capability to operate over multiple networks. The IP protocol is complemented by
additional protocols (ICMP, IGMP, ARP, RARP) that are required to operate an internet.
These protocols are discussed in Chapter 8.

The hourglass shape of the TCP/IP protocol graph underscores the features that
make TCP/IP so powerful. The operation of the single IP protocol over various networks
provides independence from the underlying network technologies. The communication
services of TCP and UDP provide a network-independent platform on which applica-
tions can be developed. By allowing multiple network technologies to coexist, the
Internet is able to provide ubiquitous connectivity and to achieve enormous economies
of scale.

2.3.2 TCP/IP Protocol: How the Layers Work Together

We now provide a detailed example of how the layering concepts discussed in the
previous sections are put into practice in a typical TCP/IP network scenario. We show

• Examples of each of the layers.
• How the layers interact across the interfaces between them.
• How the PDUs of a layer are built and what key information is in the header.
• The relationship between physical addresses and IP addresses.
• How an IP packet or datagram is routed across several networks.

We first consider a simplified example, and then we present an example showing PDUs
captured in a live network by a network protocol analyzer. These examples will complete
our goal of providing the big picture of networking. In the remainder of the book we
systematically examine the details of the various components and aspects of networks.

Consider the network configuration shown in Figure 2.15a. A server, a workstation,
and a router are connected to an Ethernet LAN, and a remote PC is connected to the
router through a point-to-point link. From the point of view of IP, the Ethernet LAN
and the point-to-point link constitute two different networks as shown in Figure 2.15b.

IP ADDRESSES AND PHYSICAL ADDRESSES
Each host in the Internet is identified by a globally unique IP address. Strictly speaking,
the IP address identifies the host’s network interface rather than the host itself. A node
that is attached to two or more physical networks is called a router. In this example the
router attaches to two networks with each network interface assigned to a unique
IP address. An IP address is divided into two parts: a network id and a host id. The
network id must be obtained from an organization authorized to issue IP addresses. In
this example we use simplified notation and assume that the Ethernet has net id 1 and
that the point-to-point link has a net id 2. In the Ethernet we suppose that the server has
IP address (1,1), the workstation has IP address (1,2), and the router has address (1,3).
In the point-to-point link, the PC has address (2,2), and the router has address (2,1).
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FIGURE 2.15 An example of an internet consisting of an Ethernet
LAN and a point-to-point link: (a) physical configuration view and
(b) IP network view.

On a LAN the attachment of a device to the network is often identified by a physical
address. The format of the physical address depends on the particular type of network.
For example, Ethernet LANs use 48-bit addresses. Each Ethernet network interface card
(NIC) is issued a globally unique medium access control (MAC) or physical address.
When a NIC is used to connect a machine to any Ethernet LAN, all machines in the
LAN are automatically guaranteed to have unique addresses. Thus the router, server,
and workstation also have physical addresses designated by r, s, and w, respectively.

SENDING AND RECEIVING IP DATAGRAMS
First, let us consider the case in which the workstation wants to send an IP datagram to
the server. The IP datagram has the workstation’s IP address and the server’s IP address
in the IP packet header. We suppose that the IP address of the server is known. The IP
entity in the workstation looks at its routing table to see whether it has an entry for the
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FIGURE 2.16 IP datagram is encapsulated in an Ethernet frame.

complete IP address. It finds that the server is directly connected to the same network
and that the server has physical address s.6 The IP datagram is passed to the Ethernet
device driver, which prepares an Ethernet frame as shown in Figure 2.16. The header in
the frame contains the source physical address, w, and the destination physical address,
s. The header also contains a protocol type field that is set to the value that corresponds
to IP. The type field is required because the Ethernet may be carrying packets for other
non-IP protocols. The Ethernet frame is then broadcast over the LAN. The server’s NIC
recognizes that the frame is intended for its host, so the card captures the frame and
examines it. The NIC finds that the protocol type field is set to IP and therefore passes
the IP datagram up to the IP entity.

Next let us consider the case in which the server wants to send an IP datagram to
the personal computer. The PC is connected to the router through a point-to-point link
that we assume is running PPP as the data link control.7 We suppose that the server
knows the IP address of the PC and that the IP addresses on either side of the link were
negotiated when the link was set up. The IP entity in the server looks at its routing
table to see whether it has an entry for the complete IP address of the PC. We suppose
that it doesn’t. The IP entity then checks to see whether it has a routing table entry that
matches the network id portion of the IP portion of the IP address of the PC. Again we
suppose that the IP entity does not find such an entry. The IP entity then checks to see
whether it has an entry that specifies a default router that is to be used when no other
entries are found. We suppose that such an entry exists and that it specifies the router
with address (1,3).

The IP datagram is passed to the Ethernet device driver, which prepares an
Ethernet frame. The header in the frame contains the source physical address, s, and the
destination physical address, r . However, the IP datagram in the frame contains the des-
tination IP address of the PC, (2,2), not the destination IP address of the router. The
Ethernet frame is then broadcast over the LAN. The router’s NIC captures the frame
and examines it. The card passes the IP datagram up to its IP entity, which discovers
that the IP datagram is not for itself but is to be routed on.

6If the IP entity does not know the physical address corresponding to the IP address of the server, the entity
uses the Address Resolution Protocol (ARP) to find it. ARP is discussed in Chapter 8.
7PPP is discussed in Chapter 5.
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The routing tables at the router show that the machine with address (2,2) is con-
nected directly on the other side of the point-to-point link. The router encapsulates
the IP datagram in a PPP frame that is similar to that of the Ethernet frame shown in
Figure 2.16. However, the frame does not require physical address information, since
there is only one “other side” of the link. The PPP receiver at the PC receives the frame,
checks the protocol type field, and passes the IP datagram to its IP entity.

HOW THE LAYERS WORK TOGETHER
The preceding discussion shows how IP datagrams are sent across an internet. Next
let’s complete the picture by seeing how things work at the higher layers. Consider the
browser application discussed in the beginning of the chapter. We suppose that the user
at the PC has clicked on a web link of a document contained in the server and that a
TCP connection has already been established between the PC and the server.8 Consider
what happens when the TCP connection is confirmed at the PC. The HTTP request
message GET is passed to the TCP layer, which encapsulates the message into a TCP
segment as shown in Figure 2.17. The TCP segment contains an ephemeral port number
for the client process, say, c, and a well-known port number for the server process, 80
for HTTP.

The TCP segment is passed to the IP layer, which in turn encapsulates the segment
into an Internet packet. The IP packet header contains the IP addresses of the sender,
(2,2), and the destination, (1,1). The header also contains a protocol field, which des-
ignates the layer that is operating above IP, in this case TCP. The IP datagram is then
encapsulated using PPP and sent to the router, which routes the datagram to the server
using the procedures discussed above. Note that the router encapsulates the IP datagram
for the server in an Ethernet frame.

Eventually the server NIC captures the Ethernet frame and extracts the IP datagram
and passes it to the IP entity. The protocol field in the IP header indicates that a TCP
segment is to be extracted and passed on to the TCP layer. The TCP layer, in turn,
uses the port number to find out that the message is to be passed to the HTTP server
process. A problem arises at this point: The server process is likely to be simultaneously
handling multiple connections to multiple clients. All these connections have the same
destination IP address; the same destination port number, 80; and the same protocol
type, TCP. How does the server know which connection the message corresponds to?
The answer is in how an end-to-end process-to-process connection is specified.

The source port number, the source IP address, and the protocol type are said to
define the sender’s socket address. Similarly, the destination port number, the destina-
tion IP address, and the protocol type define the destination’s socket address. Together
the source socket address and the destination socket address uniquely specify the con-
nection between the HTTP client process and the HTTP server process. For example,
in the earlier HTTP example the sender’s socket is (TCP, (2,2), c), and the destination’s
socket is (TCP, (1,1), 80). The combination of these five parameters (TCP, (2,2), c,
(1,1), 80) uniquely specify the process-to-process connection.

8The details of how a TCP connection is set up are described in Chapter 8.
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FIGURE 2.17 Encapsulation of PDUs in TCP/IP and addressing information in
the headers. (Ethernet header is replaced with PPP header on a PPP link.)

VIEWING THE LAYERS USING A NETWORK PROTOCOL ANALYZER
A network protocol analyzer is a tool that can capture, display, and analyze the PDUs
that are exchanged between peer processes. Protocol analyzers are extremely useful in
troubleshooting network problems and also as an educational tool. Network protocol
analyzers are discussed in the last section of this chapter. In our examples we will use
the Ethereal open source package. In this section we use a sequence of captured packets
to show how the layers work together in a simple web interaction.

Figure 2.18 shows the Ethereal display after capturing packets that are transmitted
after clicking on the URL of the New York Times. The top pane in the display shows
the first eight packets that are transmitted during the interaction:

1. The first packet carries a DNS query from the machine with IP address
128.100.100.13 for the IP address of www.nytimes.com. It can be seen from the
first packet that the IP address of the local DNS server is 128.100.100.128. The sec-
ond packet carries the DNS response that provides three IP addresses, 64.15.347.200,
64.15.347.245, and 64.94.185.200 for the URL.

2. The next three packets correspond to the three-way handshake that is used to estab-
lish a TCP connection between the client and the server.9 In the first packet the client
(with IP address 128.100.100.128 and port address 1127) makes a TCP connection
setup request by sending an IP packet to 64.15.347.200 and well-known port number
80. In the first packet, the client also includes an initial sequence number to keep

9TCP is discussed in detail in Chapter 8.
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FIGURE 2.18 Viewing packet exchanges and protocol layers using Ethereal; the display has
three panes (from top to bottom): packet capture list, details of selected packet, and data from
the selected packet.

count of the bytes it transmits. In the second packet the server acknowledges the con-
nection request and proposes its own initial sequence number. With the third packet,
the client confirms the TCP connection setup and the initial sequence numbers. The
TCP connection is now ready.

3. The sixth packet carries the HTTP “GET” request from the client to the server.
4. The seventh packet carries an acknowledgment message that is part of the

TCP protocol.
5. The final packet carries the HTTP status response from the server. The response code

200 confirms that the request was successful and that the document will follow.

The process of encapsulation (see Figure 2.17) means that a given captured frame
carries information from multiple layers. Figure 2.18 illustrates this point quite clearly.
The middle pane displays information about the highlighted packet (a DNS query) of
the top pane. By looking down the list in the middle pane, one can see the protocol
stack that the DNS query traversed, UDP over IP over Ethernet.

Figure 2.19 provides more information about the same DNS packet (obtained by
clicking on the “+” to the left of the desired entry in the middle pane). In the figure the
UDP and DNS entries have been expanded. In the UDP entry, it can be seen that the first
packet carries source port number 1126 and well-known destination port number 53. The
DNS entry shows the contents of the DNS query. Finally the third pane in Figure 2.19
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FIGURE 2.19 More detailed protocol layer information for selected captured packet.

shows the actual raw data of the captured packet. The highlighted data in the third pane
corresponds to the fields that are highlighted in the middle pane. Thus the highlighted
area in the figure contains the data relating to the DNS PDU. From the third line in the
middle pane we can see the source and destination IP addresses of the IP datagram that
carries the given UDP packet. The second line shows the Ethernet physical addresses of
this frame that carries the given UDP packet. By expanding the IP and Ethernet entries
we can obtain the details of the IP datagram and the Ethernet frame. We will explore
the details of these and other protocols in the remainder of the book.

2.3.3 Protocol Overview

This completes the discussion on how the different layers work together in a TCP/IP
Internet. In the remaining chapters we examine the details of the operation of the
various layers. In Chapters 3 and 4 we consider various aspects of physical layers. In
Chapter 5 we discuss peer-to-peer protocols that allow protocols such as TCP to provide
reliable service. We also discuss data link control protocols. In Chapter 6 we discuss
LANs and their medium access controls. In Chapter 7 we return to the network layer
and examine the operation of routers and packet switches as well as issues relating to
addressing, routing, and congestion control. Chapter 8 presents a detailed discussion of
the TCP and IP protocols. In Chapter 9 we introduce ATM, a connection-oriented packet
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network architecture. In Chapter 10 we discuss advanced topics, such as connection-
oriented IP networks realized through MPLS, new developments in TCP/IP architecture
and the support of real-time multimedia services over IP. In Chapter 11 we introduce
enhancements to IP that provide security. From time to time it may be worthwhile to
return to this example to place the discussion of details in the subsequent chapters into
the big picture presented here.

◆ 2.4 THE BERKELEY API10

An Application Programming Interface (API) allows application programs (such as
Telnet, web browsers, etc.) to access certain resources through a predefined and prefer-
ably consistent interface. One of the most popular of the APIs that provide access to
network resources is the Berkeley socket interface, which was developed by a group
at the University of California at Berkeley in the early 1980s. The socket interface
is now widely available on many UNIX machines. Another popular socket interface,
which was derived from the Berkeley socket interface, is called the Windows sockets
or Winsock and was designed to operate in a Microsoft® Windows environment.

By hiding the details of the underlying communication technologies as much as pos-
sible, the socket mechanism allows programmers to write application programs easily
without worrying about the underlying networking details. Figure 2.20 shows how two
applications talk to each other across a communication network through the socket
interface. In a typical communication session, one application operates as a server and
the other as a client. The server is the provider of a particular service while the client is
the consumer. A server waits passively most of the time until a client requires a service.

This section explains how the socket mechanism can provide services to the appli-
cations. Two modes of services are available through the socket interface: connection-
oriented and connectionless. With the connection-oriented mode, an application must
first establish a connection to the other end before the actual communication (i.e., data
transfer) can take place. The connection is established if the other end agrees to accept
the connection. Once the connection is established, data will be delivered through the
connection to the destination in sequence. The connection-oriented mode provides a
reliable delivery service. With the connectionless mode an application sends its data im-
mediately without waiting for the connection to get established at all. This mode avoids
the setup overhead found in the connection-oriented mode. However, the price to pay
is that an application may waste its time sending data when the other end is not ready to
accept it. Moreover, data may not arrive at the other end if the network decides to discard
it. Worse yet, even if data arrives at the destination, it may not arrive in the same order as
it was transmitted. The connectionless mode is said to provide best-effort service, since
the network would try its best to deliver the information but cannot guarantee delivery.

Figure 2.21 shows a typical diagram of the sequence of socket calls for the
connection-oriented mode. The server begins by carrying out a passive open as

10This section is optional and is not required for later sections. A knowledge of C programming is assumed.
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FIGURE 2.20 Communications through the socket interface.
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FIGURE 2.22 Socket calls for
connectionless mode.

follows. The socket call creates a TCP socket. The bind call then binds the well-
known port number of the server to the socket. The listen call turns the socket into a
listening socket that can accept incoming connections from clients. Finally, the accept
call puts the server process to sleep until the arrival of a client connection request. The
client does an active open. The socket call creates a socket on the client side, and the
connect call attempts to establish the TCP connection to the server with the specified
destination socket address. When the TCP connection is established, the accept func-
tion at the server wakes up and returns the descriptor for the given connection, namely,
the source IP address, source port number, destination IP address, and destination port
number. The client and server are now ready to exchange information.

Figure 2.22 shows the sequence of socket calls for the connectionless mode. Note
that no connection is established prior to data transfer. The recvfrom call returns when
a complete UDP datagram has been received. For both types of communication, the
data transfer phase may occur in an arbitrary number of exchanges.

2.4.1 Socket System Calls

Socket facilities are provided to programmers through C system calls that are simi-
lar to function calls except that control is transferred to the operating system kernel
once a call is entered. To use these facilities, the header files <sys/types.h> and
<sys/socket.h> must be included in the program.

CREATING A SOCKET
Before an application program (client or server) can transfer any data, it must first create
an endpoint for communication by calling socket. Its prototype is

int socket(int family, int type, int protocol);
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where family identifies the family by address or protocol. The address family identifies
a collection of protocols with the same address format, while the protocol family
identifies a collection of protocols having the same architecture. Although it may be
possible to classify the family based on addresses or protocols, these two families
are currently equivalent. Some examples of the address family that are defined in
<sys/socket.h> include AF_UNIX, which is used for communication on the local
UNIX machine, and AF_INET, which is used for Internet communication using TCP/IP
protocols. The protocol family is identified by the prefix PF_. The value of PF_XXX
is equal to that of AF_XXX, indicating that the two families are equivalent. We are
concerned only with AF_INET in this book.

The type identifies the semantics of communication. Some of the types include
SOCK_STREAM, SOCK_DGRAM, and SOCK_RAW. A SOCK_STREAM type provides data de-
livery service as a sequence of bytes and does not preserve message boundaries. A
SOCK_DGRAM type provides data delivery service in blocks of bytes called datagrams.
A SOCK_RAW type provides access to internal network interfaces and is available only
to superuser.

The protocol identifies the specific protocol to be used. Normally, only one pro-
tocol is available for each family and type, so the value for the protocol argu-
ment is usually set to 0 to indicate the default protocol. The default protocol of
SOCK_STREAM type with AF_INET family is TCP, which is a connection-oriented pro-
tocol providing a reliable service with in-sequence data delivery. The default protocol
of SOCK_DGRAM type with AF_INET family is UDP, which is a connectionless protocol
with unreliable service.

The socket call returns a nonnegative integer value called the socket descriptor or
handle (just like a file descriptor) on success. On failure, socket returns −1.

ASSIGNING AN ADDRESS TO THE SOCKET
After a socket is created, the bind system call can be used to assign an address to the
socket. Its prototype is

int bind(int sd, struct sockaddr *name, int namelen);

where sd is the socket descriptor returned by the socket call, name is a pointer to an
address structure that contains the local IP address and port number, and namelen is
the size of the address structure in bytes. The bind system call returns 0 on success
and −1 on failure. The sockaddr structure is a generic address structure and has the
following definition:

struct sockaddr {
u_short sa_family; /* address family */
char sa_data[14]; /* address */

};

where sa_family holds the address family and sa_data holds up to 14 bytes of address
information that varies from one family to another. For the Internet family the address
information consists of the port number that is two bytes long and an IP address that
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is four bytes long. The appropriate structures to use for the Internet family are defined
in <netinet/in.h>:

struct in addr {
u_long s_addr; /* 32-bit IP address */

};
struct sockaddr_in {

u_short sin_family; /* AF_INET */

u_short sin_port; /* TCP or UDP port */
struct in_addr sin_addr; /* 32-bit IP address */
char sin_zero[8]; /* unused */

};

An application program using the Internet family should use the sockaddr_in

structure to assign member values and should use the sockaddr structure only for
casting purposes in function arguments. For this family sin_family holds the value of
the identifier AF_INET. The structure member sin_port holds the local port number.
Port numbers 1 to 1023 are normally reserved for system use. For a server, sin_port
contains a well-known port number that clients must know in advance to establish a
connection. Specifying a port number 0 to bind asks the system to assign an available
port number. The structure member sin_addr holds the local IP address. For a host
with multiple IP addresses, sin_addr is typically set to INADDR_ANY to indicate that
the server is willing to accept communication through any of its IP addresses. This
setting is useful for a host with multiple IP addresses. The structure member sin_zero
is used to fill out struct sockaddr_in to 16 bytes.

Different computers may store a multibyte word in different orders. If the least
significant byte is stored first (has lower address), it is known as little endian. If the
most significant byte is stored first, it is known as big endian. For any two computers to
be able to communicate, they must agree on a common data format while transferring
multibyte words. The Internet adopts the big-endian format. This representation is
known as network byte order in contrast to the representation adopted by the host,
which is called host byte order. It is important to remember that the values of sin_port
and sin_addr must be in the network byte order, since these values are communicated
across the network. Four functions are available to convert between the host and network
byte order conveniently. Functions htons and htonl convert an unsigned short and an
unsigned long, respectively, from the host to network byte order. Functions ntohs and
ntohl convert an unsigned short and an unsigned long, respectively, from the network to
host byte order. We need to use these functions so that programs will be portable to any
machine. To use these functions, we should include the header files <sys/types.h>
and <netinet/in.h>. The appropriate prototypes are

u_long htonl(u_long hostlong);
u_short htons(u_short hostshort);
u_long ntohl(u_long netlong);
u_short ntohs(u_short netshort);

ESTABLISHING AND ACCEPTING CONNECTIONS
A client establishes a connection on a socket by calling connect. The prototype is

int connect(int sd, struct sockaddr *name, int namelen);
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where sd is the socket descriptor returned by the socket call, name points to the server
address structure, and namelen specifies the amount of space in bytes pointed to by
name. For the connection-oriented mode, connect attempts to establish a connection
between a client and a server. For the connectionless mode, connect stores the server’s
address so that the client can use a mode socket descriptor when sending datagrams,
instead of specifying the server’s address each time a datagram is sent. The connect

system call returns 0 on success and −1 on failure.
A connection-oriented server indicates its willingness to receive connection re-

quests by calling listen. The prototype is

int listen(int sd, int backlog);

where sd is the socket descriptor returned by the socket call and backlog specifies
the maximum number of connection requests that the system should queue while it
waits for the server to accept them (the maximum value is usually 5). This mechanism
allows pending connection requests to be saved while the server is busy processing
other tasks. The listen system call returns 0 on success and −1 on failure.

After a server calls listen, it can accept the connection request by calling accept
with the prototype

int accept(int sd, struct sockaddr *addr, int *addrlen);

where sd is the socket descriptor returned by the socket call, addr is a pointer to an
address structure that accept fills in with the client’s IP address and port number, and
addrlen is a pointer to an integer specifying the amount of space pointed to by addr

before the call. On return, the value pointed to by addrlen specifies the number of
bytes of the client address information.

If no connection requests are pending, accept will block the caller until a con-
nection request arrives. The accept system call returns a new socket descriptor having
nonnegative value on success and −1 on failure. The new socket descriptor inherits the
properties of sd. The server uses the new socket descriptor to perform data transfer for
the new connection. While data transfer occurs on an existing connection, a concurrent
server can accept further connection requests using the original socket descriptor sd,
allowing multiple clients to be served simultaneously.

TRANSMITTING AND RECEIVING DATA
Clients and servers may transmit data using write or sendto. The write call is usually
used for the connection-oriented mode. However, a connectionless client may also
call write if it has a connected socket (that is, the client has executed connect). On
the other hand, the sendto call is usually used for the connectionless mode. Their
prototypes are

int write(int sd, char *buf, int buflen);
int sendto(int sd, char *buf, int buflen, int flags,

struct sockaddr *addrp, int addrlen);

where sd is the socket descriptor, buf is a pointer to a buffer containing the data to
transmitted, buflen is the length of the data in bytes, flags can be used to control
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transmission behavior such as handling out-of-band (high priority) data but is usually
set to 0 for normal operation, addrp is a pointer to the sockaddr structure containing
the address information of the remote hosts, and addrlen is the length of the address
information. Both write and sendto return the number of bytes transmitted on success
or −1 on failure.

The corresponding system calls to receive data read and recvfrom. Their proto-
types are

int read(int sd, char *buf, int buflen);
int recvfrom(int sd, char * buf, int buflen, int flags,

struct sockaddr *addrp, int *addrlen);

The parameters are similar to the ones discussed above except buf is now a pointer to
a buffer that is used to store the received data and buflen is the length of the buffer in
bytes. Both read and recvfrom return the number of bytes received on success or −1
on failure. Both calls will block if no data arrives at the local host.

CLOSING A CONNECTION
If a socket is no longer in use, the application can call close to terminate a connection
and return system resources to the operating system. The prototype is

int close(int sd);

where sd is the socket descriptor to be closed. The close call returns 0 on success and
−1 on failure.

2.4.2 Network Utility Functions

Library routines are available to convert a human-friendly domain name such as
tesla.comm.utoronto.ca into a 32-bit machine-friendly IP as 10000000 01100100
00001011 00000001 and vice versa. To perform the conversion we should include
the header files <sys/socket.h>, <sys/types.h>, and <netdb.h>. The appropriate
structure that stores the host information defined in the <netdb.h> file is

struct hostent {
char *h_name; /* official name of host */
char **h_aliases; /* alias name this host uses */
int h_addrtype; /* address type */
int h_length; /* length of address */
char **h_addr_list; /* list of addresses from name

server */
};

The h_name element points to the official name of the host. If the host has name
aliases, these aliases are pointed to by h_aliases, which is terminated by a NULL.
Thus h_aliases[0] points to the first alias, h_aliases[1] points to the second
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alias, and so on. Currently, the h_addrtype element always takes on the value of
AF_INET, and the h_length element always contains a value of 4. The h_addr_list
points to the list of network addresses in network byte order and is terminated by a
NULL.

NAME-TO-ADDRESS CONVERSION FUNCTIONS
Two functions are used for routines performing a name-to-address-conversion:
gethostbyname and gethostbyaddr.

struct hostent *gethostbyname (char *name);

The function gethostbyname takes a domain name at the input and returns the host
information as a pointer to struct hostent. The function returns a NULL on error. The
parameter name is a pointer to a domain name of a host whose information we would
like to obtain. The function gethostbyname obtains the host information either from
the file /etc/hosts or from a name server. Recall that the host information includes
the desired address.

struct hostent *gethostbyaddr (char *addr, int len, int type);

The function gethostbyaddr takes a host address at the input in network byte order,
its length in bytes, and type, which should be AF_INET. The function returns the same
information as gethostbyname. This information includes the desired host name.

The IP address is usually communicated by people using a notation called the
dotted-decimal notation. As an example, the dotted-decimal notation of the IP address
10000000 01100100 00001011 00000001 is 128.100.11.1. To convert between these
two formats, we could use the functions inet_addr and inet_ntoa. The header files
that must be included are <sys/types.h>, <sys/socket.h>, <netinet/in.h>, and
<arpa/inet.h>.

IP ADDRESS MANIPULATION FUNCTIONS
Two functions are used for routines converting addresses between a 32-bit format and
the dotted-decimal notation: inet_nota and inet_addr.

char *inet_ntoa(struct in_addr in);

The function inet_ntoa takes a 32-bit IP address in network byte order and returns
the corresponding address in dotted-decimal notation.

unsigned long inet_addr(char *cp);

The function inet_addr takes a host address in dotted-decimal notation and returns
the corresponding 32-bit IP address in network byte order.
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EXAMPLE Communicating with TCP

As an illustration of the use of the system calls and functions described previously, let
us show two application programs that communicate via TCP. The client prompts a
user to type a line of text, sends it to the server, reads the data back from the server,
and prints it out. The server acts as a simple echo server. After responding to a client,
the server closes the connection and then waits for the next new connection. In this
example each application (client and server) expects a fixed number of bytes from the
other end, specified by BUFLEN. Because TCP is stream oriented, the received data may
come in multiple pieces of byte streams independent of how the data was sent at the
other end. For example, when a transmitter sends 100 bytes of data in a single write

call, the receiver may receive the data in two pieces—80 bytes and 20 bytes—or in
three pieces—10 bytes, 50 bytes, and 40 bytes—or in any other combination. Thus the
program has to make repeated calls to read until all the data has been received. The
following program is the server.

/* A simple echo server using TCP */
#include <stdio.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

#define SERVER_TCP_PORT 3000 /* well-known port */
#define BUFLEN 256 /* buffer length */

int main(int argc, char **argv)
{

int n, bytes_to_read;
int sd, new_sd, client_len, port;
struct sockaddr_in server, client;
char *bp, buf[BUFLEN];

switch(argc) {
case 1:

port = SERVER_TCP_PORT;
break;

case 2:
port = atoi(argv[1]);
break;

default:
fprintf(stderr, "Usage: %s [port]\n", argv[0]);
exit(1);

}

/* Create a stream socket */
if ((sd = socket(AF_INET, SOCK_STREAM, 0)) == -1) {

fprintf(stderr, "Can’t create a socket\n");
exit(1);

}
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/* Bind an address to the socket */
bzero((char *)&server, sizeof(struct sockaddr_in));
server.sin_family = AF_INET;

server.sin_port = htons(port);
server.sin_addr.s_addr = htonl(INADDR_ANY);
if (bind(sd, (struct sockaddr *)&server,
sizeof(server)) == -1) {
fprintf(stderr, "Can’t bind name to socket\n");
exit(1);

}

/* queue up to 5 connect requests */
listen(sd, 5);

while (1) {
client_len = sizeof(client);
if ((new_sd = accept(sd, (struct sockaddr *)
&client, &client_len)) == -1) {
fprintf(stderr, "Can’t accept client\n");
exit(1);

}

bp = buf;
bytes_to_read = BUFLEN;
while ((n = read(new_sd, bp, bytes_to_read)) > 0) {
bp += n;
bytes_to_read -= n;

}

write(new_sd, buf, BUFLEN);
close(new_sd);

}
close(sd);
return(0);

}

The client program allows the user to identify the server by its domain name. Conversion
to the IP address is done by the gethostbyname function. Again, the client makes
repeated calls to read until no more data is expected to arrive. The following program
is the client.

/* A simple TCP client */
#include <stdio.h>
#include <netdb.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

#define SERVER_TCP_PORT 3000
#define BUFLEN 256 /* buffer length */
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int main(int argc, char **argv)
{

int n, bytes_to_read;
int sd, port;
struct hostent *hp;
struct sockaddr_in server;
char *host, *bp, rbuf[BUFLEN], sbuf[BUFLEN];

switch(argc) {
case 2:

host = argv[1];
port = SERVER_TCP_PORT;
break;

case 3:
host = argv[1];
port = atoi(argv[2]);
break;

default:
fprintf(stderr, "Usage: %s host[port]\n", argv[0]);
exit(1);

}

/* Create a stream socket */
if ((sd = socket(AF_INET, SOCK_STREAM, 0)) == -1) {

fprintf(stderr, "Can’t create a socket\n");
exit(1);

}

bzero((char *)&server, sizeof(struct sockaddr_in));
server.sin_family = AF_INET;
server.sin_port = htons(port);
if ((hp = gethostbyname(host)) == NULL) {

fprintf(stderr, "Can’t get server’s address\n");
exit(1);

}
bcopy(hp->h_addr, (char *)&server.sin_addr,

hp->h_length);

/* Connecting to the server */
if (connect(sd, (struct sockaddr *)&server,
sizeof(server)) == -1) {

fprintf(stderr, "Can’t connect\n");
exit(1);

}
printf("Connected: server’s address is %s\n",

hp->h_name);

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


2.4 The Berkeley API 73

printf("Transmit:\n");
gets(sbuf); /* get user’s text */
write(sd, sbuf, BUFLEN); /* send it out */

printf("Receive:\n");
bp = rbuf;
bytes_to_read = BUFLEN;
while ((n = read (sd, bp, bytes_to_read)) > 0) {

bp += n;
bytes_to_read -= n;

}
printf("%s\n", rbuf);

close(sd);
return(0);

}

The student is encouraged to verify the sequence of socket calls in the above client
and server programs with those shown in Figure 2.21. Further, the student may trace
the sequence of calls by inserting a print statement after each call and verify that the
accept call in the TCP server blocks until the connect call in the TCP client returns.

EXAMPLE Using the UDP Protocol

Let us now take a look at client/server programs using the UDP protocol. The following
source code is a program that uses the UDP server as an echo server as before. Note
that data receipt can be done in a single call with recvfrom, since UDP is blocked
oriented.

/* Echo server using UDP */
#include <stdio.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

#define SERVER_UDP_PORT 5000 /* well-known port */
#define MAXLEN 4096 /* maximum data length */

int main(int argc, char **argv)
{

int sd, client_len, port, n;
char buf[MAXLEN];
struct sockaddr_in server, client;
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switch(argc) {
case 1:

port = SERVER_UDP_PORT;
break;

case 2:
port = atoi(argv[1]);
break;

default:
fprintf(stderr, "Usage: %s [port]\n", argv[0]);
exit(1);

}

/* Create a datagram socket */
if ((sd = socket(AF_INET, SOCK_DGRAM, 0)) == -1) {

fprintf(stderr, "Can’t create a socket\n");
exit(1);

}

/* Bind an address to the socket */
bzero((char *)&server, sizeof(server));
server.sin_family = AF_INET;
server.sin_port = htons(port);
server.sin_addr.s_addr = htonl(INADDR_ANY);
if (bind(sd, (struct sockaddr *)&server,
sizeof(server)) == -1) {

fprintf(stderr, "Can’t bind name to socket\n");
exit(1);

}

while (1) {
client_len = sizeof(client);
if ((n = recvfrom(sd, buf, MAXLEN, 0,
(struct sockaddr *)&client, &client_len)) < 0) {

fprintf(stderr, "Can’t receive datagram\n");
exit(1);

}

if (sendto(sd, buf, n, 0,
(struct sockaddr *)&client, client_len) != n) {

fprintf(stderr, "Can’t send datagram\n");
exit(1);

}
}
close(sd);
return(0);

}

The following client program first constructs a simple message of a predetermined
length containing a string of characters a, b, c, . . . , z, a, b, c, . . . , z, . . . The client then
gets the start time from the system using gettimeofday and sends the message to
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the echo server. After the message travels back, the client records the end time and
measures the difference that represents the round-trip latency between the client and
the server. The unit of time is recorded in milliseconds. This simple example shows
how we can use sockets to gather important network statistics such as latencies and
jitter.

/* A simple UDP client which measures round trip delay */
#include <stdio.h>
#include <string.h>
#include <sys/time.h>
#include <netdb.h>
#include <sys/types.h>
#include <sys/socket.h>
#include <netinet/in.h>

#define SERVER_UDP_PORT 5000
#define MAXLEN 4096 /* maximum data length */
#define DEFLEN 64 /* default length */

long delay(struct timeval t1, struct timeval t2);

int main(int argc, char **argv)
{

int data_size = DEFLEN, port = SERVER_UDP_PORT;
int i, j, sd, server_len;
char *pname, *host, rbuf[MAXLEN], sbuf[MAXLEN];
struct hostent *hp;
struct sockaddr_in server;
struct timeval start, end;

pname = argv[0];
argc--;
argv++;
if (argc > 0 && (strcmp(*argv, "-s") == 0)) {

if (--argc > 0 && (data_size = atoi(*++argv))) {
argc--;
argv++;

}
else {

fprintf (stderr,
"Usage: %s [-s data_size] host [port]\n",
pname);
exit(1);

}
}
if (argc > 0) {

host = *argv;
if (--argc > 0)

port = atoi(*++argv);
}
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else {
fprintf(stderr,
"Usage: %s [-s data_size] host [port]\n", pname);
exit(1);

}

/* Create a datagram socket */
if ((sd = socket(AF_INET, SOCK_DGRAM, 0)) == -1) {

fprintf(stderr, "Can’t create a socket\n");
exit(1);

}

/* Store server’s information */
bzero((char *)&server, sizeof(server));
server.sin_family = AF_INET;
server.sin_port = htons(port);
if ((hp = gethostbyname(host)) == NULL) {

fprintf(stderr, "Can’t get server’s IP address\n");
exit(1);

}
bcopy(hp->h_addr, (char *)&server.sin_addr,

hp->h_length);
if (data_size > MAXLEN) {

fprintf(stderr, "Data is too big\n");
exit(1);

}
/* data is a, b, c,..., z, a, b,... */
for (i = 0; i < data_size; i++) {

j = (i < 26) ? i : i % 26;
sbuf[i] = ’a’ + j;

}

gettimeofday(&start, NULL); /* start delay measure */

/* transmit data */
server_len = sizeof(server);
if (sendto(sd, sbuf, data_size, 0, (struct sockaddr *)

&server, server_len) == -1) {
fprintf(stderr, "sendto error\n");
exit(1);

}

/* receive data */
if (recvfrom(sd, rbuf, MAXLEN, 0, (struct sockaddr *)

&server, &server_len) < 0) {
fprintf(stderr, "recvfrom error\n");
exit(1);

}
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gettimeofday(&end, NULL); /* end delay measure */

printf ("Round-trip delay = %ld ms.\n",
delay(start, end));

if (strncmp(sbuf, rbuf, data_size) != 0)
printf("Data is corrupted\n");

close(sd);
return(0);

}

/*
* Compute the delay between t1 and t2 in milliseconds
*/
long delay (struct timeval t1, struct timeval t2)
{

long d;

d = (t2.tv_sec - t1.tv_sec) * 1000;
d += ((t2.tv_usec - t1.tv_usec + 500) / 1000);
return(d);

}

It is important to remember that datagram communication using UDP is unreliable. If
the communication is restricted to a local area network environment, say within a
building, then datagram losses are extremely rare in practice, and the above client
program should work well. However, in a wide area network environment, datagrams
may be frequently discarded by the network. If the reply from the server does not
reach the client, the client will wait forever! In this situation, the client must provide
a timeout mechanism and retransmit the message. Also, further reliability may be
provided to reorder the datagram at the receiver and to ensure that duplicated datagrams
are discarded.

◆ 2.5 APPLICATION LAYER PROTOCOLS
AND TCP/IP UTILITIES

Application layer protocols are high-level protocols that provide services to user appli-
cations. These protocols tend to be more visible to the user than other types of protocols.
Furthermore, application protocols may be user written, or they may be standardized
applications. Several standard application protocols form part of the TCP/IP protocol
suite, the more common ones being Telnet, File Transfer Protocol (FTP), HTTP, and
SMTP. Coverage of the various TCP/IP application layer protocols is beyond the scope
of this The student is referred to “Internet Official Protocol Standards,” which
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provides a list of Internet protocols and standards [RFC 3000]. In this section the focus
is on applications and utilities that can be used as tools to study the operation of the
Internet. We also introduce network protocol analyzers and explain the basics of packet
capture.

2.5.1 Telnet

Telnet is a TCP/IP protocol that provides a standardized means of accessing resources
on a remote machine where the initiating machine is treated as local to the remote host.
In many implementations Telnet can be used to connect to the port number of other
servers and to interact with them using a command line. For example, the HTTP and
SMTP examples in Section 2.1 were generated this way.

The Telnet protocol is based on the concept of a network virtual terminal (NVT),
which is an imaginary device that represents a lowest common denominator terminal.
By basing the protocol on this interface, the client and server machines do not have to
obtain information about each other’s terminal characteristics. Instead, each machine
initially maps its characteristics to that of an NVT and negotiates options for changes
to the NVT or other enhancements, such as changing the character set.

The NVT acts as a character-based terminal with a keyboard and printer. Data input
by the client through the keyboard is sent to the server through the Telnet connection.
This data is echoed back by the server to the client’s printer. Other incoming data from
the server is also printed.

Telnet commands use the seven-bit U.S. variant of the ASCII character set. A
command consists minimally of a two-byte sequence: the Interpret as Command (IAC)
escape character followed by the command code. If the command pertains to option
negotiation, that is, one of WILL, WONT, DO, or DONT, then a third byte contains
the option code. Table 2.4 lists the Telnet command names, their corresponding ASCII
code, and their meaning.

A substantial number of Telnet options can be negotiated. Option negotiations
begin once the connection is established and may occur at any time while connected.
Negotiation is symmetric in the sense that either side can initiate a negotiation. A nego-
tiation syntax is defined in RFC 854 to prevent acknowledgment loops from occurring.

Telnet uses one TCP connection. Because a TCP connection is identified by a pair
of port numbers, a server is capable of supporting more than one Telnet connection at a
time. Once the connection is established, the default is for the user, that is, the initiator
of the connection, to enter a login name and password. By default the password is sent
as clear text, although more recent versions of Telnet offer an authentication option.

2.5.2 File Transfer Protocol

File Transfer Protocol (FTP) is another commonly used application protocol. FTP
provides for the transfer of a file from one machine to another. Like Telnet, FTP
is intended to operate across different hosts, even when they are running different
operating systems or have different file structures.
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TABLE 2.4 Telnet commands.

Name Code Meaning

EOF 236 End of file.
SUSP 237 Suspend cursor process.
ABORT 238 Abort process.
EOR 239 End of record.
SE 240 End of subnegotiation parameters.
NOP 241 No operation.
Data mark 242 The data stream portion of a synch signal.

This code should always be accompanied by a TCP
urgent notification.

Break 243 NVT character BRK.
Interrupt process 244 The function IP.
Abort output 245 The function AO.
Are you there 246 The function AYT.
Erase character 247 The function EC.
Erase line 248 The function EL.
Go ahead 249 The GA signal.
SB 250 Indicates that what follows is subnegotiation

of the indicated option.
WILL (option code) 251 Option negotiation.
WONT (option code) 252 Option negotiation.
DO (option code) 253 Option negotiation.
DONT (option code) 254 Option negotiation.
IAC 255 Data byte 255.

Server PI

Server
DTP

Server FTP

User PI

User
interface

User
DTP

User FTP

Control
connection

Data
connection

    PI � Protocol interpreter

DTP � Data transfer process

FIGURE 2.23 Transferring files using FTP.

FTP requires two TCP connections to transfer a file. One is the control connection
that is established on port 21 at the server. The second TCP connection is a data
connection used to perform a file transfer. A data connection must be established for
each file transferred. Data connections are used for transferring a file in either direction
or for obtaining lists of files or directories from the server to the client. Figure 2.23
shows the role of the two connections in FTP.
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A control connection is established following the Telnet protocol from the user to
the server port. FTP commands and replies are exchanged via the control connection.
The user protocol interpreter (PI) is responsible for sending FTP commands and in-
terpreting the replies. The server PI is responsible for interpreting commands, sending
replies, and directing the server data transfer process (DTP) to establish a data con-
nection and transfer. The commands are used to specify information about the data
connection and about the particular file system operation being requested.

A data connection is established usually upon request from the user for some sort
of file operation. The user PI usually chooses an ephemeral port number for its end of
the operation and then issues a passive open from this port. The port number is then
sent to the server PI using a PORT command. Upon receipt of the port number via
the control connection, the server issues an active open to that same port. The server
always uses port 20 for its end of the data connection. The user DTP then waits for the
server to initiate and perform the file operation.

Note that the data connection may be used to send and receive simultaneously.
Note also that the user may initiate a file transfer between two nonlocal machines, for
example, between two servers. In this case there would be a control connection between
the user and both servers but only one data connection, namely, the one between the
two servers.

The user is responsible for requesting a close of the control connection, although the
server performs the action. If the control connection is closed while the data connection
is still open, then the server may terminate the data transfer. The data connection is
usually closed by the server. The main exception is when the user DTP closes the data
connection to indicate an end of file for a stream transmission. Note that FTP is not
designed to detect lost or scrambled bits; the responsibility for error detection is left to
TCP.

The Telnet protocol works across different systems because it specifies a common
starting point for terminal emulation. FTP works across different systems because it
can accommodate several different file types and structures. FTP commands are used
to specify information about the file and how it will be transmitted. In general, three
types of information must be specified. Note that the default specifications must be
supported by every FTP implementation.

1. File type. FTP supports ASCII, EBCDIC, image (binary), or local. Local specifies
that the data is to be transferred in logical bytes, where the size is specified in a
separate parameter. ASCII is the default type. If the file is ASCII or EBCDIC, then
a vertical format control may also be specified.

2. Data structure. FTP supports file structure (a continuous stream of bytes with no
internal structure), record structure (used with text files), and page structure (file
consists of independent indexed pages). File structure is the default specification.

3. Transmission mode. FTP supports stream, block, or compressed mode. When trans-
mission is in stream mode, the user DTP closes the connection to indicate the end of
file for data with file structure. If the data has block structure, then a special two-byte
sequence indicates end of record and end of file. The default is stream mode.

An FTP command consists of three or four bytes of uppercase ASCII characters fol-
lowed by a space if parameters follow, or by a Telnet end of option list (EOL) otherwise.
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FTP commands fall into one of the following categories: access control identification,
data transfer parameters, and FTP service requests. Table 2.5 lists some of the common
FTP commands encountered.

Every command must produce at least one FTP reply. The replies are used to
synchronize requests and actions and to keep the client informed of the state of the ser-
ver. A reply consists of a three-digit number (in alphanumeric representation) followed
by some text. The numeric code is intended for the user PI; the text, if processed, is
intended for the user. For example, the reply issued following a successful connection
termination request is “221 Goodbye.” The first digit indicates whether and to what
extent the specified request has been completed. The second digit indicates the category
of the reply, and the third digit provides additional information about the particular
category. Table 2.6 lists the possible values of the first two digits and their meanings.

In this case of the goodbye message, the first 2 indicates a successful completion.
The second digit is also 2 to indicate that the reply pertains to a connection request.

TABLE 2.5 Some common FTP commands.

Command Meaning

ABOR Abort the previous FTP command and any data transfer.
LIST List files or directories.
QUIT Log off from server.
RETR filename Retrieve the specified file.
STOR filename Store the specified file.

TABLE 2.6 FTP replies—the first and second digits.

Reply Meaning

1yz Positive preliminary reply (action has begun, but wait for
another reply before sending a new command).

2yz Positive completion reply (action completed successfully; new
command may be sent).

3yz Positive intermediary reply (command accepted, but action cannot
be performed without additional information; user should send
a command with the necessary information).

4yz Transient negative completion reply (action currently
cannot be performed; resend command later).

5yz Permanent negative completion reply (action cannot be
performed; do not resend it).

x0z Syntax errors.
x1z Information (replies to requests for status or help).
x2z Connections (replies referring to the control and

data connections).
x3z Authentication and accounting (replies for the login process and

accounting procedures).
x4z Unspecified.
x5z File system status.
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2.5.3 Hypertext Transfer Protocol and the World Wide Web

The World Wide Web (WWW) provides a framework for accessing documents and
resources that are located in computers connected to the Internet. These documents
consist of text, graphics and other media and are interconnected by hyperlinks or links
that appear within the documents. The Hypertext Markup Language (HTML) is
used to prepare these documents. The WWW is accessed through a browser program
that interprets HTML, displays the documents, and allows the user to access other
documents by clicking on these links.

Each link provides the browser with a uniform resource locator (URL) that spec-
ifies the name of the machine where the document is located as well as the name of
the file that contains the requested document. For example, the sequence of packet
exchanges captured in Figure 2.18 and Figure 2.19 result after clicking on the URL
http://www.nytimes.com/. The first term ‘http’ specifies the retrieval mechanism to be
used, in this case, the HTTP protocol. The next term specifies the name of the host
machine, namely, www.nytimes.com. The remaining term gives the path component,
that is, it identifies the file on that server containing the desired article. In this example,
the final slash (/) refers to the server root. By clicking a highlighted item in a browser
page the user begins an interaction to obtain the desired file from the server where it
is stored. The Hypertext Transfer Protocol (HTTP) is the application layer protocol
that defines the interaction between the web client and the web server.

HTTP
HTTP is a client/server application defined in RFC 1945 and RFC 2616 to support
communications between web browsers and web servers. HTTP defines how the client
makes the request for an object (typically a document) and how the server replies with a
response message. The typical interaction is shown in Figure 2.18. After the user clicks
on a link, the browser program must first resolve the URL to an IP address by invoking
the DNS protocol (frame 1 in the figure). Once the IP address is returned (frame 2),
the HTTP client must set up a TCP connection to the desired server over well-known
port 80 (frames 2, 3, and 4). The HTTP client and server are then ready to exchange
messages: the client sends a GET message requesting the document, and the server
replies with a response followed by the desired document.

HTTP is a stateless protocol in that it does not maintain any information (“state”)
about its clients. In other words, the HTTP server handles each request independently
of all other requests. Thus if a client sends a request multiple times, the server handles
each request in the same manner. HTTP was designed to be stateless in order to keep it
simple. This design allows requests to be handled quickly and enables servers to handle
large volumes of requests per second.

The initial design of HTTP/1.0 (and earlier versions) uses nonpersistent connec-
tions. The TCP connection is closed after each request-response interaction. Each sub-
sequent request from the same client to the same server involves the setting up and
tearing down of an additional TCP connection. From the example in Figure 2.18, we
can see that each TCP connection setup involves the exchange of three segments be-
tween the client and server machines and hence the sending of the request is delayed
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by multiple round-trip times.11 Another disadvantage of nonpersistent connections is
that TCP processing and memory resources are wasted in the server and the client.
HTTP/1.1 made persistent connections the default mode. The server now keeps the
TCP connection open for a certain period of time after sending a response. This en-
ables the client to make multiple requests over the same TCP connection and hence
avoid the inefficiency and delay of the nonpersistent mode.

MESSAGE FORMATS
Like Telnet and FTP, HTTP messages are written in ASCII text and can be read and
interpreted readily. Figure 2.24 (middle pane) shows a typical HTTP request message.
The first line of a request message is the request line, and subsequent lines are called
header lines. Each line is written in ASCII text and terminated by a carriage return
followed by a line feed character. The last header line is followed by an extra carriage
return and line feed. Some request messages include an entity body that follows the
header section and provides additional information to the server.

The request line has the following form: Method URL HTTP-Version \r\n. The
Method field specifies the action method or action that is applied to the object. The
second field identifies the object, and the remaining field is the HTTP version. In
the first line of the HTTP section in the middle pane of Figure 2.24, the method is

FIGURE 2.24 Ethereal capture of an HTTP GET message.

11A round-trip time (RTT) is the time that elapses from when a message is sent from a transmitter to when
a response is received back from the receiver.
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TABLE 2.7 HTTP request methods.

Request method Meaning

GET Retrieve information (object) identified by the URL.
HEAD Retrieve meta-information about the object, but do not

transfer the object; Can be used to find out if a
document has changed.

POST Send information to a URL (using the entity body)
and retrieve result; used when a user fills out a
form in a browser.

PUT Store information in location named by URL.
DELETE Remove object identified by URL.
TRACE Trace HTTP forwarding through proxies,

tunnels, etc.
OPTIONS Used to determine the capabilities of the server,

or characteristics of a named resource.

GET and the absolute URL of the file requested is http://www.nytimes.com/. However
HTTP/1.1 uses the relative URL which consists of the path only, in this case /. The
HTTP version is 1.1.

The HTTP headers consist of a sequence of zero or more lines each consisting
of an attribute name, followed by a colon, “:”, and an attribute value. The client uses
header lines to inform the server about: the type of the client, the kind of content
it can accept, and the identity of the requester. In the example in Figure 2.24, the
Accept header indicates a list of document format types that the client can accept. The
Accept-language header indicates that U.S. English is accepted. The User-agent header
indicates that the browser is Mozilla/4.0.

The current request methods available in HTTP/1.1 are given in Table 2.7. HTTP/1.0
only provides the methods GET, POST, and HEAD, and so these are the three methods
that are supported widely.

The HTTP response message begins with an ASCII status line, followed by a
headers section, and then by content, which is usually either an image or an HTML
document. Figure 2.25 shows an example of a captured HTTP response message.

The response status line has the form: HTTP-Version Status-Code Message \r \n.
The status code is a 3-digit number that indicates the result of the request to the client.
The message indicates the result of the request in text that can be interpreted by humans.
Examples of commonly encountered status lines are:

• HTTP/1.0 200 OK
• HTTP/1.0 301 Moved Permanently
• HTTP/1.0 400 Bad Request
• HTTP/1.0 500 Internal Server Error

The response headers provide information about the object that is being transferred
to the client. Header lines are used to indicate: the type of server; the date and time
the HTTP response was prepared and sent; and the time and date when the object was
created or last modified. A Content-length header line indicates the length in bytes
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FIGURE 2.25 Ethereal capture showing HTTP response message.

of the object being transferred, and a Content-type header line indicates the type of
the object (document) and how it is encoded. All these header lines are evident in the
example in Figure 2.25. The response headers section ends with a blank line and may
be followed by an entity body that carries the content.

HTTP PROXY SERVER AND CACHING
The simple-to-use graphical interface of web browsers made the web accessible to
ordinary computer users and led to an explosion in the volume of traffic handled by
the Internet. Web traffic is by far the largest component of all the traffic carried in the
Internet. When the volume of requests for information from popular websites becomes
sufficiently large, it makes sense to cache web information in servers closer to the user.
By intercepting and responding to the HTTP request closer to the user, the volume of
traffic that has to traverse the backbone of the Internet is reduced.

A web proxy server can be deployed to provide caching of web information. Typ-
ically proxy servers are deployed by Internet Service Providers to reduce the delay of
web responses and to control the volume of web traffic. The user’s browser must be
configured to first access the proxy server when making a web request. If the proxy
server has the desired object, it replies with an HTTP response. If it does not have the
object, it sets up a TCP connection to the target URL and retrieves the desired object. It
then replies to the client with the appropriate response, and caches the object for future
requests.
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COOKIES AND WEB SESSIONS
It was indicated that the HTTP protocol is stateless and does not maintain information
about prior requests from a given client. The use of cookies makes it possible to have
web sessions where a user interacts with a web site in a manner that takes into account
the user’s preferences. Cookies are data that are exchanged and stored by clients and
servers and transferred as header lines in HTTP messages. These header lines provide
context for each HTTP interaction.

When a client first accesses a web server that uses cookies, the server replies with
Response message that includes a Set-cookie header line. This header line includes a
unique ID number for the given client. If the client software accepts cookies, the cookie
is added to the browser’s cookie file. Each time the client makes a request to the given
site, it includes a Cookie header line with the unique ID number in its requests. The
server site maintains a separate cookie database where it can store which pages were
accessed at what date and time by each client. In this manner, the server can prepare
responses to HTTP requests that take into account the history of the given user. Cookies
enable a website to keep track of a user’s shopping cart during a session, as well as other
longer term information such as address and credit card information. The example in
Figure 2.24 can be seen to include a Cookie header line with an ID number that consists
of 24 hexadecimal numerals.

Cookies are required to include an expiration date. Cookies that do not include
an expiration date are deleted by the browser at the end of an interaction. Cookies
are an indirect means for a user to identify itself to a server. If security and privacy are
required, protocols such as SSL and TLS need to be used. These protocols are discussed
in Chapter 12.

2.5.4 IP Utilities

A number of utilities are available to help in finding out about IP hosts and domains
and to measure Internet performance. In this section we discuss PING, which can be
used to determine whether a host is reachable; traceroute, a utility to determine the
route that a packet will take to another host; netstat, which provides information about
the network status of a local host; and tcpdump, which captures and observes packet
exchanges in a link. We also discuss the use of Telnet with standard TCP/IP services
as a troubleshooting and monitoring tool.

PING
PING is a fairly simple application used to determine whether a host is online and avail-
able. The name is said to derive from its analogous use in sonar operations to detect
underwater objects.12 PING makes use of Internet Control Message Protocol (ICMP)
messages. The purpose of ICMP is to inform sending hosts about errors encountered in
IP datagram processing or other control information by destination hosts or by routers.
ICMP is discussed in Chapter 8. PING sends one or more ICMP Echo messages to a
specified host requesting a reply. PING is often used to measure the round-trip delay

12PING is also reported to represent the acronym Packet Internet Groper [Murhammer 1998].
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Microsoft(R) Windows DOS
(c)Copyright Microsoft Corp 1990—2001.

C:\DOCUME~1\1>ping nal.toronto.edu

Pinging nal.toronto.edu [128.100.244.3] with 32 bytes of data:

Reply from 128.100.244.3: bytes=32 time=84ms TTL=240 
Reply from 128.100.244.3: bytes=32 time=110ms TTL=240
Reply from 128.100.244.3: bytes=32 time=81ms TTL=240 
Reply from 128.100.244.3: bytes=32 time=79ms TTL=240

Ping statistics for 128.100.244.3:
    Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds: 
    Minimum = 79ms, Maximum = 110ms, Average = 88ms

C:\DOCUME~1\1>

FIGURE 2.26 Using PING to determine host accessibility.

between two hosts. The sender sends a datagram with a type 8 Echo message and a se-
quence number to detect a lost, reordered, or duplicated message. The receiver changes
the type to Echo Reply (type 0) and returns the datagram. Because the TCP/IP suite
incorporates ICMP, any machine with TCP/IP installed can reply to PING. However,
because of the increased presence of security measures such as firewalls, the tool is not
always successful. Nonetheless, it is still the first test used to determine accessibility
of a host.

In Figure 2.26 PING is used to determine whether the NAL machine is available.
In this example, the utility was run in an MS-DOS session under Windows XP. The
command in its simplest form is ping <hostname>. The round-trip delay is indicated,
as well as the time-to-live (TTL) value. The TTL is the maximum number of hops
an IP packet is allowed to remain in the network. Each time an IP packet passes
through a router, the TTL is decreased by 1. When the TTL reaches 0, the packet is
discarded. See Chapter 8 for a PING and ICMP packet capture.

TELNET AND STANDARD SERVICES
Because ICMP operates at the IP level, PING tests the reachability of the IP layer
only in the destination machine. PING does not test the layers above IP. A number
of standard TCP/IP application layer services can be used to test the layers above IP.
Telnet can be used to access these services for testing purposes. Examples of these
services include Echo (port number 7), which echoes a character back to the sender,
and Daytime (port number 13), which returns the time and date. A variety of utilities
are becoming available for testing reachability and performance of HTTP and Web
servers. The student is referred to the Cooperative Association for Internet Data Analysis
(CAIDA) website, currently www.caida.org.

TRACEROUTE
A second TCP/IP utility that is commonly used is traceroute. This tool allows users to
determine the route that a packet takes from the local host to a remote host, as well as
latency and reachability from the source to each hop. Traceroute is generally used as a
debugging tool by network managers.
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Tracing route to www.comm.utoronto.ca [128.100.11.60]
over a maximum of 30 hops:

 1   1 ms  <10 ms  <10 ms  192.168.2.1
 2   3 ms    3 ms    3 ms  10.202.128.1
 3   4 ms    3 ms    3 ms  gw04.ym.phub.net.cable.rogers.com [66.185.83.142]
 4   *       *       *     Request timed out.
 5  47 ms   59 ms   66 ms  gw01.bloor.phub.net.cable.rogers.com [66.185.80.230]
 6   3 ms    3 ms   38 ms  gw02.bloor.phub.net.cable.rogers.com [66.185.80.242]
 7   8 ms    3 ms    5 ms  gw01.wlfdle.phub.net.cable.rogers.com [66.185.80.2]
 8   8 ms    7 ms    7 ms  gw02.wlfdle.phub.net.cable.rogers.com [66.185.80.142]
 9   4 ms   10 ms    4 ms  gw01.front.phub.net.cable.rogers.com [66.185.81.18]
10   6 ms    4 ms    5 ms  ra1sh-ge3-4.mt.bigpipeinc.com [66.244.223.237]
11  16 ms   17 ms   13 ms  rx0sh-hydro-one-telecom.mt.bigpipeinc.com [66.244.223.246]
12   7 ms   14 ms    8 ms  142.46.4.2
13  10 ms    7 ms    6 ms  utorgw.onet.on.ca [206.248.221.6]
14   7 ms    6 ms   11 ms  mcl-gateway.gw.utoronto.ca [128.100.96.101]
15   7 ms    5 ms    8 ms  sf-gpb.gw.utoronto.ca [128.100.96.17]
16   7 ms    7 ms   10 ms  bi15000.ece.utoronto.ca [128.100.96.236]
17   7 ms    9 ms    9 ms  www.comm.utoronto.ca [128.100.11.60]

Trace complete.

FIGURE 2.27 Output from traceroute (running from a home PC to a host at the
University of Toronto).

Traceroute makes use of both ICMP and UDP. The sender first sends a UDP data-
gram with TTL = 1 as well as an invalid port number to the specified destination host.
The first router to see the datagram sets the TTL field to zero, discards the datagram,
and sends an ICMP Time Exceeded message to the sender. This information allows the
sender to identify the first machine in the route. Traceroute continues to identify the
remaining machines between the source and destination machines by sending datagrams
with successively larger TTL fields. When the datagram finally reaches its destination,
that host machine returns an ICMP Port Unreachable message to the sender because of
the invalid port number deliberately set in the datagram.

Figure 2.27 shows the result from running traceroute from a home PC to a host at
the University of Toronto. The first line corresponds to the first hop in a home router.
The next eight lines correspond to hops within the Internet Service Provider’s network.
The University of Toronto router gateway is reached in hop 13, and then various routers
inside the university are traversed before arriving at the desired host.

IPCONFIG
The ipconfig utility, available on Microsoft® Windows operating systems, can be used to
display the TCP/IP information about a host. In its simplest form the command returns
the IP address, subnet mask (discussed in Chapter 8) and default gateway for the host.
The utility can also be used to obtain information for each IP network interface for the
host, for example, DNS hostname, IP addresses of DNS servers, physical address of
the network card, IP address for the network interface, and whether DHCP is enabled
for automatic configuration of the card’s IP address. The ipconfig/renew command is
used to renew an IP address with a DHCP server.

NETSTAT
The netstat queries a host about its TCP/IP network status. For example, netstat can
be used to find the status of the network drivers and their interface cards, such as the
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IPv4 Statistics

  Packets Received                   = 71271
  Received Header Errors             = 0
  Received Address Errors            = 9
  Datagrams Forwarded                = 0
  Unknown Protocols Received         = 0
  Received Packets Discarded         = 0
  Received Packets Delivered         = 71271
  Output Requests                    = 70138
  Routing Discards                   = 0
  Discarded Output Packets           = 0
  Output Packet No Route             = 0
  Reassembly Required                = 0
  Reassembly Successful              = 0
  Reassembly Failures                = 0
  Datagrams Successfully Fragmented  = 0
  Datagrams Failing Fragmentation    = 0
  Fragments Created                  = 0

UDP Statistics for IPv4

  Datagrams Received    = 6810
  No Ports              = 15
  Receive Errors        = 0
  Datagrams Sent        = 6309

ICMPv4 Statistics

Received    Sent
  Messages                  10          6
  Errors                    0           0
  Destination Unreachable   8           1
  Time Exceeded             0           0
  Parameter Problems        0           0
  Source Quenches           0           0
  Redirects                 0           0
  Echos 0           2
  Echo Replies              2           0
  Timestamps                0           0
  Timestamp Replies         0           0
  Address Masks             0           0
  Address Mask Replies      0           0

TCP Statistics for IPv4

  Active Opens                        = 798
  Passive Opens                       = 17
  Failed Connection Attempts          = 13
  Reset Connections                   = 467
  Current Connections                 = 0
  Segments Received                   = 64443
  Segments Sent                       = 63724
  Segments Retransmitted              = 80

FIGURE 2.28 Sample protocol statistics output from netstat.

number of in packets, out packets, errored packets, and so on. It can also find out the
state of the routing table in a host, which TCP/IP server processes are active in the
host, as well as which TCP connections are active. Figure 2.28 shows the result from
running netstat with the protocol statistics option. Various counts for IP, ICMP, TCP,
and UDP are displayed.

2.5.5 Tcpdump and Network Protocol Analyzers

The tcpdump program can capture and observe IP packet exchanges on a network
interface. The program usually involves setting an Ethernet network interface card into
a “promiscuous” mode so that the card listens and captures every frame that traverses
the Ethernet broadcast network. A packet filter is used to select the IP packets that are
of interest in a given situation. These IP packets and their higher-layer contents can
then be observed and analyzed. Because of security concern, normal users typically
cannot run the tcpdump program.

The tcpdump utility can be viewed as an early form of a protocol analyzer. A net-
work protocol analyzer is a tool for capturing, displaying, and analyzing the PDUs that
are exchanged in a network. Current analyzers cover a very broad range of protocols
and are constantly being updated. Protocol analyzers are indispensable in troubleshoot-
ing network problems and in designing new network systems. Protocol analyzers are
also extremely useful in teaching the operation of protocols by providing a means of
examining traffic from a live network.

The first component for a protocol analyzer is hardware to capture the digital
information from the physical medium. The most cost-effective means for capturing
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information is to use a LAN network interface card. Most LANs support operation in
promiscuous mode where all frames on the LAN are captured for examination. Note that
in most LAN protocols the frames can be seen by all devices attached to the medium,
even if the frame is not intended for them. Since most computers are connected to
Ethernet LANs, packet capture can be done readily by installing device driver software
to control the network interface card.

Given the increasingly high speeds of LAN operation, the volume of information
that can be captured can quickly become huge. The second component of a protocol
analyzer is filtering software to select the frames that contain the desired information.
Filtering can be done by frame address, by IP address, by protocol, and by many other
combinations. The final component of a protocol analyzer consists of the utilities for
the display and analysis of protocol exchanges. A number of commercial and open
source network protocol analyzers packages are available. In this book we will use
the Ethereal open source package. Several hundred developers have contributed to the
development of Ethereal leading to a tool that supports an extensive set of protocols.
The Ethereal package can be downloaded from www.ethereal.com. Their website also
contains instructions and example screen captures.

Network protocol analyzers give the ability to capture all packets in a LAN and in
doing so provide an opportunity to gain unauthorized access to network information.
These tools should always be used in a responsible and ethical manner.

SUMMARY

This chapter describes how network architectures are based on the notion of layering.
Layering involves combining network functions into groups that can be implemented
together. Each layer provides a set of services to the layer above it; each layer builds
its services using the services of the layer below. Thus applications are developed
using application layer protocols, and application layer protocols are built on top of the
communication services provided by TCP and UDP. These transport protocols in turn
build on the datagram service provided by IP, which is designed to operate over various
network technologies. IP allows the applications above it to be developed independently
of specific underlying network technologies. The network technologies below IP range
from full-fledged packet-switching networks, such as ATM, to LANs, and individual
point-to-point links.

The Berkeley socket API allows the programmer to develop applications using
the services provided by TCP and UDP. Examples of applications that run over TCP
are HTTP, FTP, SMTP and Telnet. DNS and RTP are examples that run over UDP.
The power of the TCP/IP architecture is that any new application that runs over TCP
or UDP will run over the entire global Internet. Consequently, new services and ap-
plications can be deployed globally very quickly, a capability that no other network
architecture can provide. We also introduced various TCP/IP utilities and tools that
allow the programmer to determine the state and configuration of a TCP/IP network.
Students can use these tools to get some hands on experience with the operation of
TCP/IP.
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CHECKLIST OF IMPORTANT TERMS

application layer
blocking/unblocking
client/server
confirmed/unconfirmed service
connectionless service
connection-oriented service
cookie
daemon
data link layer
datagram
Domain Name System (DNS)
encapsulation
ephemeral port number
frame
globally unique IP address
header
HyperText Markup Language (HTML)
Hypertext Transfer Protocol (HTTP)
internet layer
internetworking
layer
layer n entity
layer n protocol
multiplexing/demultiplexing
network architecture
network interface layer

network layer
OSI reference model
packet
peer process
physical address
physical layer
Point-to-Point Protocol (PPP)
port
Post Office Protocol version 3 (POP3)
presentation layer
protocol
protocol data unit (PDU)
segment
segmentation and reassembly
service access point (SAP)
service data unit (SDU)
session layer
Simple Mail Transfer Protocol (SMTP)
socket
socket address
splitting/recombining
TCP/IP network architecture
Transmission Control Protocol (TCP)
transport layer
User Datagram Protocol (UDP)
well-known port number
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PROBLEMS

2.1. Explain how the notion of layering and internetworking make the rapid growth of appli-
cations such as the World Wide Web possible.

2.2. (a) What universal set of communication services is provided by TCP/IP?
(b) How is independence from underlying network technologies achieved?
(c) What economies of scale result from (a) and (b)?

2.3. What difference does it make to the network layer if the underlying data link layer provides
a connection-oriented service versus a connectionless service?

2.4. Suppose transmission channels become virtually error free. Is the data link layer still
needed?

2.5. Why is the transport layer not present inside the network?

2.6. Which OSI layer is responsible for the following?
(a) Determining the best path to route packets.
(b) Providing end-to-end communications with reliable service.
(c) Providing node-to-node communications with reliable service.

2.7. Should connection establishment be a confirmed service or an unconfirmed service? What
about data transfer in a connection-oriented service? Connection release?

2.8. Does it make sense for a network to provide a confirmed, connectionless packet transfer
service?

2.9. Explain how the notion of multiplexing can be applied at the data link, network, and
transport layers. Draw a figure that shows the flow of PDUs in each multiplexing scheme.
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2.10. Give two features that the data link layer and transport layer have in common. Give two
features in which they differ. Hint: Compare what can go wrong to the PDUs that are
handled by these layers.

2.11. (a) Can a connection-oriented, reliable message transfer service be provided across a
connectionless packet network? Explain.

(b) Can a connectionless datagram transfer service be provided across a connection-
oriented network?

2.12. An internet path between two hosts involves a hop across network A, a packet-switching
network, to a router and then another hop across packet-switching network B. Suppose that
packet-switching network A carries the packet between the first host and the router over
a two-hop path involving one intermediate packet switch. Suppose also that the second
network is an Ethernet LAN. Sketch the sequence of IP and non-IP packets and frames
that are generated as an IP packet goes from host 1 to host 2.

2.13. Does Ethernet provide connection-oriented or connectionless service?

2.14. Ethernet is a LAN so it is placed in the data link layer of the OSI reference model.
(a) How is the transfer of frames in Ethernet similar to the transfer of frames across a

wire? How is it different?
(b) How is the transfer of frames in Ethernet similar to the transfer of frames in a packet-

switching network? How is it different?

2.15. Suppose that a group of workstations is connected to an Ethernet LAN. If the workstations
communicate only with each other, does it make sense to use IP in the workstations? Should
the workstations run TCP directly over Ethernet? How is addressing handled?

2.16. Suppose two Ethernet LANs are interconnected by a box that operates as follows. The
box has a table that tells it the physical addresses of the machines in each LAN. The box
listens to frame transmissions on each LAN. If a frame is destined to a station at the other
LAN, the box retransmits the frame onto the other LAN; otherwise, the box does nothing.
(a) Is the resulting network still a LAN? Does it belong in the data link layer or the

network layer?
(b) Can the approach be extended to connect more than two LANs? If so, what problems

arise as the number of LANs becomes large?

2.17. Suppose all laptops in a large city are to communicate using radio transmissions from
a high antenna tower. Is the data link layer or network layer more appropriate for this
situation? Now suppose the city is covered by a large number of small antennas covering
smaller areas. Which layer is more appropriate?

2.18. Suppose that a host is connected to a connection-oriented packet-switching network and
that it transmits a packet to a server along a path that traverses two packet switches.
Suppose that each hop in the path involves a point-to-point link, that is, a wire. Show the
sequence of network layer and data link layer PDUs that is generated as the packet travels
from the host to the server.

2.19. Suppose an application layer entity wants to send an L-byte message to its peer process,
using an existing TCP connection. The TCP segment consists of the message plus 20 bytes
of header. The segment is encapsulated into an IP packet that has an additional 20 bytes
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of header. The IP packet in turn goes inside an Ethernet frame that has 18 bytes of header
and trailer. What percentage of the transmitted bits in the physical layer corresponds to
message information if L = 100 bytes? 500 bytes? 1000 bytes?

2.20. Suppose that the TCP entity receives a 1.5-megabyte file from the application layer and
that the IP layer is willing to carry blocks of maximum size 1500 bytes. Calculate the
amount of overhead incurred from segmenting the file into packet-sized units.

2.21. Suppose a TCP entity receives a digital voice stream from the application layer. The voice
stream arrives at a rate of 8000 bytes/second. Suppose that TCP arranges bytes into block
sizes that result in a total TCP and IP header overhead of 50 percent. How much delay is
incurred by the first byte in each block?

2.22. How does the network layer in a connection-oriented packet-switching network differ
from the network layer in a connectionless packet-switching network?

2.23. Identify session layer and presentation layer functions in the HTTP protocol.

2.24. Suppose we need a communication service to transmit real-time voice over the Internet.
What features of TCP and what features of UDP are appropriate?

2.25. Consider the end-to-end IP packet transfer examples in Figure 2.15. Sketch the sequences
of IP packets and Ethernet and PPP frames that are generated by the three examples of
packet transfers: from the workstation to the server, from the server to the PC, and from
the PC to the server. Include all relevant header information in the sketch.

2.26. Suppose a user has two browser applications active at the same time and suppose that the
two applications are accessing the same server to retrieve HTTP documents at the same
time. How does the server tell the difference between the two applications?

2.27. Consider the operation of nonpersistent HTTP and persistent HTTP.
(a) In nonpersistent HTTP (version 1.0): Each client/server interaction involves setting up

a TCP connection, carrying out the HTTP exchange, and closing the TCP connection.
Let T be the time that elapses from when a packet is sent from client to server to
when the response is received. Find the rate at which HTTP exchanges can be made
using nonpersistent HTTP.

(b) In persistent HTTP (version 1.1) the TCP connection is kept alive. Find the rate at
which HTTP exchanges can be made if the client cannot send an additional request
until it receives a response for each request.

(c) Repeat part (b) if the client is allowed to pipeline requests, that is, it does not have to
wait for a response before sending a new request.

2.28. What is the difference between a physical address, a network address, and a domain name?

2.29. Explain how a DNS query proceeds if the local name server does not have the IP address
for a given host when the following approaches are used. Assume an example where four
machines are involved in ultimately resolving a given query.
(a) When a machine B cannot resolve an address in response to a query from A, machine B

sends the query to another machine in the chain. When B receives the response, it
forwards the result to B.
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(b) When a machine B cannot resolve an address in response to a query from A, machine B
sends a DNS reply to A with the IP address of the next machine in the chain, and
machine A contacts that machine.

2.30. Suppose that the DNS system used a single centralized database to handle all queries.
Compare this centralized approach to the distributed approach in terms of reliability,
throughput (volume of queries/second that can be processed), query response delay, and
maintainability.

2.31. What is wrong with the following methods of assigning host id addresses?
(a) Copy the address from the machine in the next office.
(b) Modify the address from the machine in the next office.
(c) Use an example from the vendor’s brochure.

2.32. Suppose a machine is attached to several physical networks. Why does it need a different
IP address for each attachment?

2.33. Suppose a computer is moved from one department to another. Does the physical address
need to change? Does the IP address need to change? Does it make a difference if the
computer is a laptop?

2.34. Suppose the population of the world is 6 billion people and that there is an average of
1000 communicating devices per person. How many bits are required to assign a unique
host address to each communicating device? Suppose that each device attaches to a single
network and that each network on average has 10,000 devices. How many bits are required
to provide unique network ids to each network?

2.35. Can the Internet protocol be used to run a homogeneous packet-switching network, that
is, a network with identical packet switches interconnected with point-to-point links?

2.36. Is it possible to build a homogeneous packet-switching network with Ethernet LANs
interconnecting the packet switches? If so, can connection-oriented service be provided
over such a network?

2.37. In telephone networks one basic network is used to provide worldwide communications.
In the Internet a multiplicity of networks are interconnected to provide global connectivity.
Compare these two approaches, namely, a single network versus an internetwork, in terms
of the range of services that can be provided and the cost of establishing a worldwide
network.

2.38. Consider an internetwork architecture that is defined using gateways/routers to commu-
nicate across networks but that uses a connection-oriented approach to packet switching?
What functionality is required in the routers? Are any additional constraints imposed on
the underlying networks?

2.39. The internet below consists of three LANs interconnected by two routers. Assume that
the hosts and routers have the IP addresses as shown.
(a) Suppose that all traffic from network 3 that is destined to H1 is to be routed directly

through router R2 and that all other traffic from network 3 is to go to network 2. What
routing table entries should be present in the network 3 hosts and in R2?
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H1 H2

H4
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H3

(2,2)

H5

(3,3)
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(3,2)

Network 2

Network 3

Network 1

(1,2) (1,3)

R1

(2,1)

(1,1)

R2

(3,1)

(1,4)
(2,4)

(b) Suppose that all traffic from network 1 to network 3 is to be routed directly through
R2. What routing table entries should be present in the network 1 hosts and in R2?

2.40. Explain why it is useful for application layer programs to have a “well-known” TCP port
number?

2.41. Use a Web browser to connect to cnn.com. Explain what layers in the protocol stack are
involved in the delivery of the video newscast.

2.42. Use a Web browser to connect to an audio program, say, www.rollingstone.com/radio/
(Rolling Stone Radio) or www.cbc.ca (CBC Radio). Explain what layers in the protocol
stack are involved here. How does this situation differ from the delivery of video in
problem 2.41?

2.43. Which of the TCP/IP transport protocol (UDP or TCP) would you select for the following
applications: packet voice, file transfers, remote login, multicast communication (i.e.,
multiple destinations).

2.44. (a) Use the Telnet program to send an e-mail by directly interacting with your local mail
server. The SMTP server has port 25. You can find the list of commands for the SMTP
protocol in RFC 2821, which can be downloaded from www.ietf.org.

(b) Use Ethereal to capture and analyze the sequence of messages exchanged. Identify the
various types of addresses for Ethernet, IP, and TCP PDUs. Examine the data in the
Telnet messages to determine whether the login name and password are encrypted.

2.45. (a) Use the Telnet program to retrieve e-mail from your local mail server. The POP3
server has port 110. You can find the list of commands for the POP3 protocol in
RFC 1939, which can be downloaded from www.ietf.org.

(b) Repeat Problem 2.44(b).

2.46. The nslookup program can be used to query the Internet domain name servers. Use this
program to look up the IP address of www.utoronto.ca.
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2.47. (a) Use PING to find the round-trip time to the home page of your university and to the
home page of your department.

(b) Use Ethereal to capture the ICMP packets exchanged. Correlate the information in
the packet capture with the information displayed by the PING result.

2.48. (a) Use netstat to find out the routing table for a host in your network.
(b) Use netstat to find the IP statistics for your host.

2.49. Suppose regularly spaced PING packets are sent to a remote host. What can you conclude
from the following results?
(a) No replies arrive back.
(b) Some replies are lost.
(c) All replies arrive but with variable delays.
(d) What kind of statistics would be useful to calculate for the round-trip delays?

2.50. Suppose you want to test the response time of a specific web server. What attributes would
such a measurement tool have? How would such a tool be designed?

2.51. A denial-of-service attack involves loading a network resource to the point where it
becomes nonfunctional.
(a) Explain how PING can be used to carry out a denial-of-service attack.
(b) On October 21, 2002, the 13 DNS root servers were subject to a distributed denial-

of-service attack. Explain the impact of the attack on the operation of the Internet if
some of the servers are brought down; if all of the servers are brought down.

2.52. (a) Use a web browser to retrieve a file from a local web server.
(b) HTTP relies on ASCII characters. To verify the sequence of messages shown in

Table 2.1, use the Telnet program to retrieve the same file from the local website.

2.53. Use Ethereal to capture the sequence of PDUs exchanged in problem 2.52 parts (a) and (b).
(a) Identify the Ethernet, IP, and TCP addresses of the machines involved in the exchange.
(b) Are there any DNS queries?
(c) Identify the TCP connection setup.
(d) Examine the contents of the HTTP GET and response messages.
(e) Examine how the TCP sequence numbers evolve over time.

2.54. Discuss the similarities and differences between the control connection in FTP and the
remote control used to control a television. Can the FTP approach be used to provide
VCR-type functionality to control the video from a video-on-demand service?

2.55. Use a Web browser to access the CAIDA Web page (http://www.caida.org/tools/taxonomy/)
to retrieve the CAIDA measurement tool taxonomy document. You will find links there
to many free Internet measurement tools and utilities.

2.56. Use traceroute to determine the path from your home PC to your university’s main web
page, while capturing the packets using Ethereal.
(a) Using the output from traceroute, try to identify how many different networks and

service providers are traversed.
(b) Verify the operation of traceroute by examining the contents of the packets.
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2.57. Run the UDP client and server programs from the Berkeley API section on different
machines, record the round-trip delays with respect to the size of the data, and plot the
results.

2.58. In the TCP example from the Berkeley API section, the message size communicated is
fixed regardless of how many characters of actual information a user types. Even if the
user wants to send only one character, the programs still sends 256 bytes of messages—
clearly an inefficient method. One possible way to allow variable-length messages to be
communicated is to indicate the end of a message by a unique character, called the sentinel.
The receiver calls read for every character (or byte), compares each character with the
sentinel value, and terminates after this special value is encountered. Modify the TCP
client and server programs to handle variable-length messages using a sentinel value.

2.59. Another possible way to allow variable-length messages to be communicated is to precede
the data to be transmitted by a header indicating the length of the data. After the header
is decoded, the receiver knows how many more bytes it should read. Assuming the length
of the header is two bytes, modify the TCP client and server programs to handle variable-
length messages.

2.60. The UDP client program in the example from the Berkeley API section may wait forever
if the datagram from the server never arrives. Modify the client program so that if the
response from the server does not arrive after a certain timeout (say, 5 seconds), the read
call is interrupted. The client then retransmits a datagram to the server and waits for a
new response. If the client does not receive a response after a fixed number of trials (say,
10 trials), the client should print an error message and abandon the program. Hint: Use
the sigaction and alarm functions.

2.61. Modify the UDP client to access a date-and-time server in a host local to your network. A
date-and-time server provides client programs with the current day and time on demand.
The system internal clock keeps the current day and time as a 32-bit integer. The time is
incremented by the system (every second). When an application program (the server in
this case) asks for the date or time, the system consults the internal clock and formats the
date and time of day in human-readable format. Sending any datagram to a date-and-time
server is equivalent to making a request for the current date and time; the server responds
by returning a UDP message containing the current date and time. The date-and-time
server can be accessed in UDP port 13.

2.62. Write a file transfer application that runs over UDP. Assume the transfer occurs over a local
area network so reliable transfer is not a concern. Assume also that UDP will accept at
most 500 bytes/datagram. Implement a server that opens a socket and listens for incoming
data at a particular port number. Implement a client that reads a file from the file system
and transfers the file to the server. When the server receives the client’s data, it writes this
data to a file. Include a means for the client to indicate the end of transmission.
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C H A P T E R 3

Digital Transmission Fundamentals

Modern communication networks based on digital transmission systems have the po-
tential to carry all types of information and hence to support many types of applications.
We saw in Chapter 1 that the design of the early network architectures was tailored
to very specific applications that led to the development of corresponding transmis-
sion systems. Telegraphy was developed specifically for the transfer of text messages.
Morse and Baudot pioneered the use of binary representations for the transfer of text
and developed digital transmission systems for the transfer of the resulting binary
information. Later telephony was developed for the transfer of voice information. Ini-
tially the voice information was transmitted using analog transmission systems. The
invention of pulse code modulation (PCM) enabled voice to be transmitted over digital
transmission networks. In the same way that the Morse and Baudot codes standardized
the transfer of text, PCM standardized the transfer of voice in terms of 0s and 1s. We
are currently undergoing another major transition from analog to digital transmission
technology, namely, the transition from analog television systems to entirely digital
television systems. When this transition is complete, all major forms of information
will be represented in digital form. This change will open the way for the deployment
of digital transmission networks that can transfer the information for all the major types
of information services.

In this chapter we present the fundamental concepts concerning digital transmis-
sion. These concepts form the basis for the design of the digital transmission systems
that constitute the physical layer of modern network architectures. The chapter is
organized into the following sections:

1. Digital representation of information. We consider different types of information
and their representation in digital form. Text, image, voice, audio, and video are
used as examples.

2. Why digital transmission? We explain the advantages of digital transmission over
analog transmission. We present the key parameters that determine the transmission
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capacity of a physical medium. We also indicate where various media are used
in digital transmission systems. This section is a summary of the following three
sections.1

3. Digital representation of analog signals. We explain how PCM is used to convert
an analog signal into a binary information stream. Voice and audio signals are used
as examples.

4. Characterization of communication channels. We discuss communication chan-
nels in terms of their ability to transmit pulse and sinusoidal signals. We introduce
the concept of bandwidth as a measure of a channel’s ability to transmit pulse
information.

5. Fundamental limits of digital transmission. We discuss binary and multilevel digital
transmission systems, and we develop fundamental limits on the bit rate that can be
obtained over a channel.

6. Line coding. We introduce various signal formats for transmitting binary information
and discuss the criteria for selecting an appropriate line code.

7. Modems and digital modulation. We discuss digital transmission systems that use
sinusoidal signals, and we explain existing telephone modem standards.

8. Properties of transmission media. We discuss copper wire, radio, and optical fiber
systems and their role in access and backbone digital networks. Examples from
various physical layer standards are provided.

9. Error detection and correction. We present coding techniques that can be used to
detect and correct errors that may occur during digital transmission. These coding
techniques form the basis for protocols that provide reliable transfer of information.
Protocols that use error detection are found in the physical, data link, network, and
transport layers.

3.1 DIGITAL REPRESENTATION OF INFORMATION

Applications that run over networks involve the transfer of information of various types.
Some applications involve the transfer of blocks of text characters, e-mail, for example.
Other applications involve the transfer of a stream of information, such as telephony. In
the case of text, the information is already in digital form. In the case of voice, the
information is analog in nature and must be converted into digital form. This section
focuses on the number of bits required to represent various types of information, for
example, text, speech, audio, data, images, and video. In the case of block-oriented
information, we are interested in the number of bits required to represent a block. In
the case of stream-oriented information, we are interested in the bit rate (number of
bits/second) required to represent the information.

It is useful to identify which layers in the OSI reference model we are dealing with
in this section. In general, the information associated with an application is generated
above the application layer. The blocks or streams of information generated by the
application must be handled by all the lower layers in the protocol stack. Ultimately,

1This arrangement allows Sections 3.3 to 3.5 to be skipped in courses that are under tight time constraints.
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the physical layer must carry out the transfer of all the bits generated by the application
and the layers below. In a sense, the application generates flows of information that
need to be carried across the network; the digital transmission systems at the physical
layer provide the pipes that actually carry the information flows across the network.
The purpose of this section, then, is to introduce the important examples of information
types, such as text, voice, audio, and video, so that we can relate their requirements to
the bit rates provided by transmission systems.

3.1.1 Block-Oriented Information

Information can be grouped into two broad categories: information that occurs naturally
in the form of a single block and stream information that is produced continuously and
that needs to be transmitted as it is produced. Table 3.1 gives examples of block-oriented
information, which include data files, black-and-white documents, and pictures.

The most common examples of block information are files that contain text,
numerical, or graphical information. We routinely deal with these types of information
when we send e-mail and when we retrieve documents. These blocks of information can
range from a few bytes to several hundred kilobytes and occasionally several megabytes.
The normal form in which these files occur can contain a fair amount of statistical
redundancy. For example, in English text certain characters and patterns such as e and
the, occur very frequently. Data compression utilities such as compress, zip, and other
variations exploit these redundancies to encode the original information into files that
require fewer bits to transfer and less disk storage space.2 Some modem standards also
apply these data compression schemes to the information prior to transmission. The
compression ratio is defined as the ratio of the number of bits in the original file to
the number of bits in the compressed file. Typically the compression ratio for these
types of information is two or more, thus providing an apparent doubling or more of
the transmission speed or storage capacity.

TABLE 3.1 Block-oriented information.

Information Data compression Compressed
type technique Format Uncompressed (compression ratio) Applications

Text files Compress, zip, ASCII kbytes to Mbytes (2–6) Disk storage,
and variations file transfer

Scanned CCITT Group 3 A4 page at 256 kbytes 15–54 kbytes (1-D) Facsimile
black-and- facsimile 200 × 100 5–35 kbytes (2-D) transmission,
white standard pixels/inch (5–50) document
documents and options storage

Color images JPEG 8 × 10 inch 38.4 Mbytes 1.2–8 Mbytes Image
photo (5–30) storage or
scanned at transmission
400 pixels/
inch

2The details of the data compression techniques discussed in this section are found in Chapter 12.
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Certain applications require that a block of information be delivered within a certain
maximum delay. The time to deliver a block of L bits of information over a transmission
system of R bits/second consists of the propagation delay and the block transmission
time: delay = tprop + L/R. The propagation delay tprop = d/v where d is the distance
that the information has to travel and v is the speed of light in the transmission medium.
Clearly, the designer cannot change the speed of light, but the distance that the informa-
tion has to travel can be controlled through the placement of the file servers. The time
to transmit the file can be reduced by increasing the transmission bit rate R. In the fol-
lowing discussion we consider several examples where delay and bit rate are traded off.

A facsimile document system scans a black-and-white document into an array of
dots that are either white or black. A pixel is defined as a single dot in a digitized
image. The CCITT Group 3 facsimile standards provide for resolutions of 200, 300,
or 400 dots per horizontal inch and 100, 200, or 400 vertical dots per inch. For exam-
ple, a standard A4 page at 200 × 100 pixels/inch (slightly bigger than 8.5 × 11 inches)
produces 256 kilobytes prior to compression. At a speed of 28.8 kbps, such an uncom-
pressed page would require more than 1 minute to transmit. Existing fax compression
algorithms can reduce this transmission time typically by a factor of 8 to 16.

An individual color image produces a huge number of bits. For example, an 8 ×
10-inch picture scanned at a resolution of 400 × 400 pixels per square inch yields
400×400×8×10 = 12.8 million pixels; see Table 3.1. A color image is decomposed
into red, green, and blue subimages as shown in Figure 3.1. Normally eight bits are
used to represent each of the red, green, and blue color components, resulting in a total
of 12.8 megapixels × 3 bytes/pixel = 38.4 megabytes. At a speed of 28.8 kbps, this
image would require about 3 hours to transmit! Clearly, data compression methods are
required to reduce these transmission times.

The Graphics Interchange Format (GIF) takes image data, in binary form, and
applies lossless data compression. Lossless data compression schemes produce a com-
pressed file from which the original data can be recovered exactly. (Facsimile and file
compression utilities also use lossless data compression.) However, lossless data com-
pression schemes are limited in the compression rates they can achieve. For this reason,
GIF is used mainly for simple images such as line drawings and images containing
simple geometrical shapes.

Lossy data compression schemes produce a compressed file from which only an
approximation to the original information can be recovered. Much higher compression
ratios are possible. In the case of images, lossy compression is acceptable as long as
there is little or no visible degradation in image quality. The Joint Photographic Experts
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FIGURE 3.1 The three components of a color image.
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TABLE 3.2 Properties of audio and video stream information.

Information Compression
type technique Format Uncompressed Compressed Applications

Voice PCM 4 kHz voice 64 kbps n/a Digital
telephony

Voice ADPCM 4 kHz voice 64 kbps 16–32 kbps Digital
(+ silence telephony,
detection) voice mail

Voice Residual-excited 4 kHz voice 64 kbps 8–16 kbps Digital
linear prediction cellular

telephony

Audio MPEG audio MP3 16–24 kHz 512–748 kbps 32–384 kbps MPEG
compression audio audio

Video H.261 coding 176 × 144 or 2–36.5 Mbps 64 kbps– Video
352 × 288 1.544 Mbps conferencing
frames at
10–30 frames/
second

Video MPEG-2 720 × 480 249 Mbps 2–6 Mbps Full-motion
frames broadcast
at 30 frames/ video, DVD
second

Video MPEG-2 1920 × 1080 1.6 Gbps 19–38 Mbps High-
frames at definition
30 frames/second television

Group (JPEG) standard provides a lossy compression algorithm that can be adjusted
to balance image quality versus file size.3 The compression ratio that is achieved for a
given image depends on the degree of detail and busyness of the content. Images that
contain a few large, smooth objects are highly compressible, as, for example, in a chart
containing a few large circles with uniform color in each picture. Images that contain
large numbers of small objects, for example, a picture of the fans in the stands in a
stadium, will be much less compressible. As an example, JPEG can typically produce
a high-quality reproduction with a compression ratio of about 15. Combined with the
fastest telephone modems, say 56 kbps, this compression ratio reduces the transmission
time of the image in Table 3.1 to several minutes. Clearly in the case of images, we
either make do with lower resolution and/or lower quality images or we procure higher
speed communications.

3.1.2 Stream Information

Information such as voice, music, or video is produced in a steady stream. Table 3.2
lists the properties of this type of information. In the case of a voice or music signal,
the sound, which consists of variations in air pressure, is converted into a voltage that

3JPEG is discussed in Chapter 12.
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FIGURE 3.2 Sampling of a speech signal: (a) original waveform and
the sample values; (b) original waveform and the quantized values.

varies continuously with time assuming values over a continuous range. We refer to
these signals as analog signals.

The first step in digitizing an analog signal is to obtain sample values of the signal
every T seconds as shown in Figure 3.2a. Clearly, the value of T between samples
depends on how fast the signal varies with time. The bandwidth of a signal is a mea-
sure of how fast the signal varies. Bandwidth is measured in cycles/second or Hertz.
A basic result from signal theory is that if a signal has bandwidth W then the mini-
mum sampling rate is 2W samples/second. For example, for a pulse code modulation
(PCM) telephone-quality voice, the signal has a bandwidth of 4 kHz and so the signal
is sampled at a rate of 8000 samples/second, that is, T = 1/8000 = 125 microseconds
as shown in Figure 3.2a.4

The second step in digitizing a signal involves quantizing each of the sample values.
Figure 3.2b shows the operation of a quantizer: In this example, each of the signal
samples is approximated by one of eight levels. Each level can then be represented
by a three-bit number. Clearly, the accuracy of the reproduced signal increases as the
number of bits used to represent each sample is increased. In the case of telephone
systems, the PCM voice samples are represented by 8 bits in resolution, resulting in a
bit rate for PCM of 8000 samples/second × 8 bits/sample = 64 kbps.

4PCM is discussed in Section 3.3.
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Many applications involve information that is produced continuously and that needs
to be transferred with small delay. For example, communications between people is
real-time and requires a maximum delay of about 250 ms to ensure interactivity close to
that of normal conversation. Suppose that an information source produces information
at a rate of Rs bps. Suppose that the digital transmission system transfers information
at a rate of R bps. To attain real-time communications it is then necessary that the
transmission rate R be greater than or equal to the rate Rs at which the source produces
information. If the source produces information faster than the transmission system can
transfer it, then a backlog of information will build up at the input to the transmission
system. For example, in the telephone network the digitized voice signal has a bit rate of
Rs = 64 kbps and the network provides transmission channels of bit rate R = 64 kbps.
If the real-time requirement for the transfer of information is removed, then the binary
encoded stream produced by a signal such as audio or video can be stored and sent as
a block. In this sense, the distinction between block and stream information depends
on the requirements of the situation.

The high cost of transmission in certain situations, for example, cellular radio sys-
tems, has led to the development of more complex algorithms for reducing the bit rate
while maintaining the quality of a voice signal that one encounters in conventional net-
works. Differential PCM (DPCM) encodes the difference between successive samples
of the voice signal. Adaptive DPCM (ADPCM) adapts to variations in voice signal level,
that is, the loudness of the signal. Linear predictive methods adapt to the type of sound,
for example, ee versus ss. These systems can reduce the bit rate of telephone quality
voice to the range 8 to 32 kbps. Despite the fact that they are “lossy,” these schemes
achieve compression and high quality due to the imperceptibility of the approximation
errors.

Music signals vary much more rapidly, that is, have higher bandwidth than voice
signals. Thus for example, audio compact disk (CD) systems assume a bandwidth of
22 kHz and sample the music signals at 44 kilosamples/second and at a resolution
of 16 bits/sample. For a stereo music system, this sampling results in a bit rate of
44,000 samples/second × 16 bits/sample × 2 channels = 1.4 Mbps. One hour of music
will then produce 317 Mbytes of information. More complex compression techniques
can be used to reduce the bit rate of the digitized signal. For example, the subband
coding technique used in the MPEG audio standard, for example, MP3, can reduce the
bit rate by a factor of 14 to about 100 kbps.

Video signals (“moving pictures” or “flicks”) can be viewed as a succession of
pictures that is fast enough to give the human eye the appearance of continuous motion.
If there is very little motion, such as a close-up view of a face in a videoconference,
then the system needs to transmit only the differences between successive pictures.
Typical videoconferencing systems operate with frames of 176 × 144 pixels at 10 to
30 frames/second as shown in Figure 3.3a. The color of each pixel is initially represented
by 24 bits, that is, 8 bits per color component. When compressed, these videoconferenc-
ing signals produce bit rates in the range of several hundred kilobits/second as shown
in Table 3.2.

Broadcast television requires greater resolution (720 × 480 pixels/frame) than
videoconferencing requires, as shown in Figure 3.3b, and can contain a high degree of
motion. The MPEG-2 coding system can achieve a reduction from the uncompressed
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FIGURE 3.3 Video image pixel rates.

bit rate of 249 Mbps to the range of 2 to 6 Mbps. Current DVD movies are encoded
in the range of 4 Mbps.5 The Advanced Television Systems Committee (ATSC) U.S.
standard for high-definition television applies the MPEG-2 coding system in a sys-
tem that operates with more detailed 1920 × 1080 pixel frames at 30 frames/second
as shown in Figure 3.3c. The 16:9 aspect ratio of the frame gives a more theaterlike
experience; ordinary television has a 4:3 aspect ratio. The uncompressed bit rate is
1.6 gigabits/second. The MPEG-2 coding can reduce this to 19 to 38 Mbps, which
can be supported by digital transmission over terrestrial broadcast and cable television
systems.6

We have seen in this section that the information generated by various applica-
tions can span a broad range of bit rates. Even a specific information type, for exam-
ple, voice or video, can be represented over a wide range of bit rates and qualities.
There is a cost associated with the signal processing required to compress a signal,
and in general, this cost increases as the compression ratio increases. On the other
hand, there is also a cost associated with the bit rate of the transmission system. The
choice of bit rate to represent an information signal and bit rate to transmit the sig-
nal depends on the relative value of these two costs. For example, in cellular tele-
phony the cost of transmission is expensive and high-performance voice compression
is used. In the case of file transfer in a high-bandwidth local area network, the cost of
transmission is cheap, so compression is seldom used. However, file transfer using a
long-distance telephone line is expensive, so compression is highly desirable for large
files.

5Some DVD players can display the variation of the bit rate while playing a movie. Try the display menu
in a DVD player and check for the variation in bit rate for different types of movies, for example, cartoons
versus sport scenes.
6MPEG and MP3 are discussed in Chapter 12.
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3.2 Why Digital Communications? 107

3.2 WHY DIGITAL COMMUNICATIONS?7

A transmission system makes use of a physical transmission medium or channel that
allows the propagation of energy in the form of pulses or variations in voltage, current,
or light intensity as shown in Figure 3.4. Copper wire pairs, coaxial cable, optical fiber,
infrared, and radio are all examples of transmission media. In analog communications
the objective is to transmit a waveform, which is a function that varies continuously
with time, as shown in Figure 3.5a. For example, the electrical signal coming out of a
microphone corresponds to the variation in air pressure corresponding to sound. This
function of time must be reproduced exactly at the output of the analog communication
system. In practice, communications channels cannot achieve perfect reproduction, so
some degree of distortion is unavoidable.

In digital transmission the objective is to transmit a given symbol that is selected
from some finite set of possibilities. For example, in binary digital transmission the
objective is to transmit either a 0 or a 1. This can be done, for instance, by transmitting
positive voltage for a certain period of time to convey a 1 or a negative voltage to convey
a 0, as shown in Figure 3.5b. The task of the receiver is to determine the input symbol.
The positive or negative pulses that were transmitted for the given symbols can undergo
a great degree of distortion. Where signaling uses positive or negative voltages, the
system will operate correctly as long as the receiver can determine whether the original
voltage was positive or negative. For example, the waveform in Figure 3.5b corresponds
to binary sequence 1, 0, 1. Despite significant distortion, the original binary sequence
can still be discerned from the received signal shown in the figure.

3.2.1 Comparison of Analog and Digital Transmission

The cost advantages of digital transmission over analog transmission become apparent
when transmitting over a long distance. Consider, for example, a system that involves
transmission over a pair of copper wires. As the length of the pair of wires increases,
the signal at the output is attenuated and the original shape of the signal is increasingly
distorted. In addition, interference from extraneous sources, such as radiation from
radio signals, car ignitions, and power lines, as well as noise inherent in electronic
systems result in the addition of random noise to the transmitted signal. To transmit
over long distances, it is necessary to introduce repeaters periodically to compensate
for the attenuation and distortion of the signal, as shown in Figure 3.6. Such signal
reconditioning is fundamentally different for analog and digital transmission.

Transmitter Receiver

Communication channel

FIGURE 3.4 General
transmission system.

7This section summarizes the main results of Sections 3.3, 3.4 and 3.5, allowing these three sections to be
skipped if necessary.



108 CHAPTER 3 Digital Transmission Fundamentals

Sent(a)

(b)

Examples: AM, FM, TV transmission

Examples: digital telephone, CD audio

Sent

Received

Received

FIGURE 3.5 (a) Analog transmission requires an accurate
replica of the original signal whereas (b) digital transmission
reproduces discrete levels.

In an analog communication system, the task of the repeater is to regenerate a signal
that resembles as closely as possible the signal at the input of the repeater segment.
Figure 3.7 shows the basic functions carried out by the repeater. The input to the repeater
is an attenuated and distorted version of the original transmitted signal plus the random
noise added in the segment. At the transmitter the original signal is much higher in
power than the ambient noise. If the signal is attenuated too much then the noise level
can become comparable to the desired signal. The function of the repeater is to boost
the signal power before this occurs. First the repeater deals with the attenuation by
amplifying the received signal. To do so the repeater multiplies the signal by a factor
that is the reciprocal of the attenuation a. The resulting signal is still distorted by the
channel.

The repeater next uses a device called an equalizer in an attempt to eliminate the dis-
tortion. The source of the distortion in the signal shape has two primary causes. The first
cause is that different frequency components of the signal are attenuated differently.8 In
general, high-frequency components are attenuated more than low-frequency compo-
nents. The equalizer compensates for this situation by amplifying different frequency
components by different amounts. The second cause is that different frequency compo-
nents of a signal are delayed by different amounts as they propagate through the channel.

DestinationRepeaterRepeaterSource

Transmission
segment

FIGURE 3.6 Typical long-distance link.

8Periodic signals can be represented as a sum of sinusoidal signals using Fourier series. Each sinusoidal
signal has a distinct frequency. We refer to the sinusoidal signals as the “frequency components” of the
original signal. (Fourier series are reviewed in Appendix 3B.)
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Amp

Attenuated and distorted
signal

�
noise

Recovered signal
�

residual noise

Equalizer

Repeater

FIGURE 3.7 An analog repeater.

The equalizer attempts to provide differential delays to realign the frequency compo-
nents. In practice it is very difficult to carry out the two functions of the equalizer. For
the sake of argument, suppose that the equalization is perfect. The output of the repeater
then consists of the original signal plus the noise.

In the case of analog signals, the repeater is limited in what it can do to deal with
noise. If it is known that the original signal does not have components outside a certain
frequency band, then the repeater can remove noise components that are outside the
signal band. However, the noise within the signal band cannot be reduced and conse-
quently the signal that is finally recovered by the repeater will contain some noise. The
repeater then proceeds to send the recovered signal over the next transmission segment.

The effect on signal quality after multiple analog repeaters is similar to that in
repeated recordings using analog audiocassette tapes or VCR tapes. The first time a
signal is recorded, a certain amount of noise, which is audible as hiss, is introduced.
Each additional recording adds more noise. After a large number of recordings, the
signal quality degrades considerably.9 A similar effect occurs in the transmission of
analog signals over multiple repeater segments.

Next consider the same copper wire transmission system for digital communica-
tions. Suppose that a string of 0s and 1s is conveyed by a sequence of positive and
negative voltages. As the length of the pair of wires increases, the pulses are increas-
ingly distorted and more noise is added. A digital regenerator is required as shown in
Figure 3.8. The sole objective of the regenerator is to restore with high probability the
original binary stream. The regenerator also uses an equalizer to compensate for the

Amplifier
equalizer

Timing
recovery

Decision circuit and
signal regenerator

FIGURE 3.8 A digital regenerator.

9The recent introduction of digital recording techniques in consumer products almost makes this example
obsolete! Another example involves noting the degradation in image quality as a photocopy of a photocopy
is made.
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distortion introduced by the channel. However, the regenerator does not need to com-
pletely recover the original shape of the transmitted signal. It only needs to determine
whether the original pulse was positive or negative. To do so, a digital regenerator is
organized in the manner shown in Figure 3.8.

A timing recovery circuit keeps track of the intervals that define each pulse by noting
the transition instants between pulses. The decision circuit then samples the signal at
the midpoint of each interval to determine the polarity of the pulse. In a properly
designed system, in the absence of noise, the original symbol would be recovered
every time, and consequently the binary stream would be regenerated exactly over any
number of regenerators and hence over arbitrarily long distances. Unfortunately, noise
is unavoidable in electronic systems, which implies that errors will occur from time to
time. An error occurs when the noise signal is sufficiently large to change the polarity
of the original signal at the sampling point. Digital transmission systems are designed
for very low bit error rates, for example, 10−7, and in optical transmission systems even
10−12, which corresponds to one error in every trillion bits!

The impact on signal quality in multiple digital regenerators is similar to the digital
recording of music where the signal is stored as a file of binary information. We can
copy the file digitally any number of times with extremely small probabilities of errors
being introduced in the process. In effect, the quality of the sound is unaffected by the
number of times the file is copied.

The preceding discussion shows that digital transmission has superior performance
over analog transmission. Digital regenerators eliminate the accumulation of noise that
takes place in analog systems and provide for long-distance transmission that is nearly
independent of distance. Digital transmission systems can operate with lower signal
levels or with greater distances between regenerators than analog systems can. This
factor translates into lower overall system cost and was the original motivation for the
introduction of digital transmission.

Another advantage of digital transmission over analog transmission is in moni-
toring the quality of a transmission channel while the channel is in service. In digital
transmission systems, certain predetermined patterns can be imposed on the transmitted
information. By checking these patterns it is possible to determine the error rate in the
overall channel. Nonintrusive monitoring is much more difficult in analog transmissions
systems.

Over time, other benefits of digital transmission have become more prominent.
Networks based on digital transmission can multiplex and switch any type of infor-
mation that can be represented in digital form. Thus digital networks are suitable for
handling many types of services. Digital transmission also allows networks to exploit
the advances in digital computer technology to increase not only the volume of infor-
mation that can be transmitted but also the types of processing that can be carried out
within the network, that is, error correction, data encryption, and the various types of
network protocol processing that are the subject of this book.

3.2.2 Basic Properties of Digital Transmission Systems

The purpose of a digital transmission system is to transfer a sequence of 0s and 1s
from a transmitter (on the left end) to a receiver (on the right) as shown in Figure 3.9.
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0110101… 0110101…

d meters

Communication channel

FIGURE 3.9 A digital transmission
system.

We are particularly interested in the bit rate or transmission speed as measured in
bits/second. The bit rate R can be viewed as the cross-section of the information pipe
that connects the transmitter to the receiver. As the value of R increases, the volume of
information that can flow across the pipe per second increases.

The transmission system uses pulses or sinusoids to transmit binary information
over a physical transmission medium. A fundamental question in digital transmission
is how fast can bits be transmitted reliably over a given medium. This capability is
clearly affected by several factors including:

• The amount of energy put into transmitting each signal.
• The distance that the signal has to traverse (because the energy is dissipated and

dispersed as it travels along the medium).
• The amount of noise that the receiver needs to contend with.
• The bandwidth of the transmission channel, which we explain below.

A transmission channel can be characterized by its effect on input sinusoidal signals
(tones) of various frequencies. A sinusoid of a given frequency f Hertz is applied at
the input, and the sinusoid at the output of the channel is measured. The ability of
the channel to transfer a tone of the frequency f is given by the amplitude-response
function A( f ), which is defined as the ratio of the amplitude of the output tone divided
by the amplitude of the input tone. Figure 3.10 shows the typical amplitude-response
functions of a low-pass channel and its idealized counterpart. As indicated by the
figure, the low-pass channel passes sinusoidal signals up to some frequency w and
blocks sinusoids of higher frequencies. The bandwidth of a channel is defined as the
range of frequencies that is passed by a channel.

Consider next what happens when an arbitrary signal is applied to a channel. Recall
that the bandwidth of a signal Ws is defined as the range of frequencies contained in
the signal. On the other hand, the bandwidth of a channel Wc is the range of input
frequencies passed by the channel. Clearly, if the bandwidth of the input signal is

A( f ) A( f )

f

t t

W0

(a) Low-pass and idealized low-pass channel

Maximum pulse transmission rate is 2W pulses/second(b)

1

f
W0

Channel

1

FIGURE 3.10 Typical amplitude-response functions.
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larger than the bandwidth of the channel, then the output of the channel will not contain
all of the frequencies of the input signal. Therefore the bandwidth of a channel limits
the bandwidth of the signals that can pass through the channel. Now let’s see what
this implies for the transmission of digital signals through a transmission channel.
Figure 3.10b shows a typical digital signal before it is input into a channel. The polarity
of each pulse corresponds to one bit of information. As we increase the signaling
speed, the pulses become narrower and so the signal varies more quickly. Thus higher
signaling speed translates into higher signal bandwidth. However we just found that
the bandwidth of a channel limits the bandwidth of the input signal that can be passed.
Therefore we conclude that the bandwidth of a channel places a limit on the rate at
which we can send pulses through the channel.

A major result for digital transmission pertains to the maximum rate at which pulses
can be transmitted over a channel. If a channel has bandwidth W , then the narrowest
pulse that can be transmitted over the channel has duration τ = 1/2W seconds. Thus
the maximum rate at which pulses can be transmitted through the channel is given by:
rmax = 2W pulses/second.10

We can transmit binary information by sending a pulse with amplitude +A to send
a 1 bit and −A to send a 0 bit. Each pulse transmits one bit of information, so this system
then has a bit rate of 2W pulses/second × 1 bit/pulse = 2W bps. We can increase the bit
rate by sending pulses with more levels. For example, if pulses can take on amplitudes
from the set {−A, −A/3, +A/3, +A} to transmit the pairs of bits {00, 01, 10, 11}, then
each pulse conveys two bits of information and the bit rate is 4W bps. Thus in general,
if we use multilevel transmission with M = 2m amplitude levels, we can transmit at a
bit rate

R = 2W pulses/second × m bits/pulse = 2W m bits/second (3.1)

In the absence of noise, the bit rate can be increased without limit by increasing the
number of signal levels M . However, noise is an impairment encountered in all com-
munication channels. Noise consists of extraneous signals that are added to the desired
signal at the input to the receiver. Figure 3.11 gives two examples where the desired
signal is a square wave and where noise is added to the signal. In the first example the
amplitude of the noise is less than that of the desired signal, and so the desired signal is
discernable even after the noise has been added. In the second example the noise ampli-
tude is greater than that of the desired signal, which is now more difficult to discern. The
signal-to-noise ratio (SNR), defined in Figure 3.11, measures the relative amplitudes
of the desired signal and the noise. The SNR is usually stated in decibels (dB).

Returning to multilevel transmission, suppose we increase the number of levels
while keeping the maximum signal levels ±A fixed. Each increase in the number of
signal levels requires a reduction in the spacing between levels. At some point these
reductions will imply significant increases in the probability of detection errors as the
noise will be more likely to convert the transmitted signal level into other signal levels.
Thus the presence of noise limits the reliability with which the receiver can correctly
determine the information that was transmitted.

10The term baud rate is also used to denote the signaling rate in pulses/second.
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FIGURE 3.11 Signal-to-noise ratio.

The channel capacity of a transmission system is the maximum rate at which bits
can be transferred reliably. We have seen above that the bit rate and reliability of a
transmission system are affected by the channel bandwidth, the signal energy or power,
and the noise power. Shannon derived an expression for channel capacity of an ideal
low-pass channel. He also showed that reliable communication is not possible at rates
above this capacity. The Shannon channel capacity is given by the following formula:

C = W log2(1 + SNR) bits/second (3.2)

The above example shows that with an SNR of 40 dB, which is slightly over the
maximum possible in a telephone line, Shannon’s formula gives a channel capacity
of 45.2 kbps. Until 1998 telephone modems achieved speeds below 40 kbps. The
V.90 modems that were introduced in 1998 operate at a rate of 56 kbps, well in excess
of the Shannon bound! How can this be? The explanation is given in Section 3.5.11

Table 3.3 shows the bit rates that are provided by current digital transmission
systems over various media. Twisted pairs of copper wires present a wide set of options
in telephone access networks and in Ethernet LANs. In traditional phone networks
the bandwidth is limited to 4 kHz and bit rates in the 40 kbps range are possible.
The same twisted pair of wires, however, can provide much higher bandwidth and
in ADSL is used to achieve up to several megabits/second in spans of several kilo-
meters. Ethernet uses twisted pair to achieve up to 100 Mbps over very short distances.
Wireless links also provide some options in access networks and LANs. For example,
IEEE 802.11 wireless LANs can achieve several Mbps over short distances. Optical fiber
transmission provides the high bandwidths required in LANs and backbone networks
and can deliver gigabits/second over tens of kilometers. Dense wavelength division

11For a detailed explanation refer to [Avanoglu 1998].
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TABLE 3.3 Bit rates of digital transmission systems.

Digital transmission system Bit rate Observations

Telephone twisted pair 33.6–56 kbps 4 kHz telephone channel

Ethernet over twisted pair 10 Mbps 100 meters over unshielded twisted
pair

Fast Ethernet over twisted pair 100 Mbps 100 meters using several arrangements
of unshielded twisted pair

Cable modem coaxial cable 500 kbps to 4 Mbps Shared CATV return channel

ADSL over twisted pair 64–640 kbps inbound Uses higher frequency band and
1.536–6.144 Mbps coexists with conventional analog
outbound telephone signal, which occupies

0–4 kHz band

Radio LAN in 2.4 GHz band 2–54 Mbps IEEE 802.11 wireless LAN

Digital radio in 28 GHz band 1.5–45 Mbps 5 km multipoint radio link

Optical fiber transmission system 2.5–10 Gbps Transmission using one wavelength

Optical fiber transmission system 1600 Gbps and higher Multiple simultaneous wavelengths
using wavelength division multiplexing

multiplexing systems will provide huge bandwidths by combining several hundred Gbps
optical signals in a single fiber and will profoundly affect network design. Section 3.8
discusses the properties of specific transmission media in more detail.

SHANNON CHANNEL CAPACITY OF TELEPHONE CHANNEL
Consider a telephone channel with W = 3.4 kHz and SNR = 10,000. The channel
capacity is then

C = 3400 log2(1 + 10000) = 45,200 bits/second

The following identities are useful here: log2x = lnx/ln 2 = log10x/ log10 2. We
note that the SNR is usually stated in dB. Thus if SNR = 10,000, then in dB the
SNR is

10 log10 SNR dB = 10 log10 10000 = 40 dB

The above result gives a bound to the achievable bit rate over ordinary analog
telephone lines when limited to a bandwidth of 3.4 kHz.12

3.3 DIGITAL REPRESENTATION
OF ANALOG SIGNALS

We now consider the digital representation of analog signals. Figure 3.12 shows a
3-second interval of a typical speech waveform for the following utterance: The speech

12See Section 3.8.1 for a discussion of the bandwidth of twisted pair cables used in telephone networks.
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Th e  s   p   ee   ch   s    i   g  n al l  e    v  el         v  a   r  ie  s  w ith     t    i    m(e)

FIGURE 3.12 Example of speech waveform: “The speech signal level
varies with time.”

signal level varies with time. It can be seen that the signal amplitude can assume any
value from an interval that is defined by some maximum value and minimum value.
This property characterizes analog signals. The exact representation of a value in an
interval requires an infinite number of bits. For this reason, analog waveforms cannot
be represented exactly in practice. In addition to speech and audio signals, other exam-
ples of analog information include image and video information. Image information
consists of the variation of intensity over a plane. Video and motion pictures involve the
variation of intensity over space and time. All of these signals can assume a continuum
of values over time and/or space and consequently require infinite precision in their
representation. All of these signals are also important in human communications and
are increasingly being incorporated into a variety of multimedia applications. In this
section we will consider the digitization of voice and audio signals. Image and video
signals are considered in Chapter 12.

The digitization of analog signals such as voice and audio involves two steps:
(1) measuring samples of the analog waveform at evenly spaced instants of time, say
T seconds, and (2) representing each sample value using a finite number of bits, say
m bits. The bit rate of the digitized signal is then m/T bits/second. In the next section, we
introduce the notion of bandwidth of a signal, which is a measure of the rate at which
a signal varies with time. Intuitively, a signal that has a higher bandwidth will vary
faster and hence will need to be sampled more frequently. In the subsequent section we
introduce the quantizer, which is a device that produces an approximation of a sample
value using m bits.

3.3.1 Bandwidth of Analog Signals

Many signals that are found in nature are periodic and can be represented as the sum of
sinusoidal signals. For example, many speech sounds consist of the sum of a sinusoidal
wave at some fundamental frequency and its harmonics. These analog signals have the
form:

x(t) =
∑

ak cos(2πk f0t + φk). (3.3)

For example, Figure 3.13 shows the periodic voice waveform for the sound “ae” as in cat.
As another example, consider a digital signal that could occur if we were trans-

mitting binary information at a rate of 8 kilobits/second. Suppose that a binary 1 is
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FIGURE 3.13 Sample waveform of “ae” sound as in cat.

transmitted by sending a rectangular pulse of amplitude 1 and of duration 0.125 mil-
liseconds, and a 0 by sending a pulse of amplitude −1. Figure 3.14a shows the periodic
signal that results if we repeatedly send the octet 10101010, and Figure 3.14b shows
the signal that results when we send 11110000. Note that the signals result in square
waves that repeat at rates of 4 kHz and 1 kHz, respectively. By using Fourier series
analysis (see Appendix 3B), we can show that the first signal is given by

x1(t) = (4/π){sin(2π(4000)t)+(1/3) sin(2π(12000)t)+(1/5) sin(2π(20000)t + · · ·}
(3.4)

and has frequency components at the odd multiples (harmonics) of 4 kHz. Similarly,
we can show that the second signal has harmonics at odd multiples of 1 kHz and is
given by

x2(t) = (4/π){sin(2π(1000)t) + (1/3) sin(2π(3000)t) + (1/5) sin(2π(5000)t + · · ·}
(3.5)

Figure 3.15a and Figure 3.15b show the “spectrum” for the signals x1(t) and x2(t),
respectively. The spectrum gives the magnitude of the amplitudes of the sinusoidal
components of a signal. It can be seen that the first signal has significant components
over a much broader range of frequencies than the second signal; that is, x1(t) has a
larger bandwidth than x2(t). Indeed the bandwidth is an indicator of how fast a signal
varies with time. Signals that vary quickly have a larger bandwidth than signals that
vary slowly. For example, in Figure 3.15 x1(t) varies four times faster than x2(t) and
thus has the larger bandwidth.

(a)

(b)

1 1

1 ms

1 ms

t

t

……

……

0 0 1 0 1 0

1 1 1 1 0 0 0 0

FIGURE 3.14 Signals corresponding to
repeated octet patterns.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


3.3 Digital Representation of Analog Signals 117

(b)

1.4
1.2
1.0
0.8
0.6
0.4
0.2

0
0

A
m

pl
itu

de

Frequency (kHz)

4 8 12 16 20 24 28 32 36 40 44 48 52

1.4
1.2
1.0
0.8
0.6
0.4
0.2

0
0

A
m

pl
itu

de

Frequency (kHz)

4 8 12 16 20 24 28 32 36 40 44 48 52

(a)

FIGURE 3.15 (a) Frequency components for pattern 10101010; (b) frequency
components for pattern 11110000.

Not all signals are periodic. For example, Figure 3.16 shows the sample waveform
for the word “speech.” It can be seen that the character of the waveform varies according
to the sound. For example the “s” sound at the beginning of the utterance has a noise-
like waveform, while the “ee” has a periodic structure. The speech waveform varies
in structure over time with periods of well-defined high-amplitude periodic structure
alternating with periods of low-amplitude noiselike structure. The long-term average
spectrum of the voice signal is the average of the spectra over a long time interval and
ends up as a smooth function of frequency looking like that shown in Figure 3.17.13

We define the bandwidth of an analog signal as the range of frequencies at which
the signal contains nonnegligible power, that is, for periodic signals nonnegligible ak .
There are many ways of precisely defining the bandwidth of a signal. For example, the
99 percent bandwidth is defined as the frequency range required to contain 99 percent of
the power of the original signal. Usually the appropriate choice of bandwidth of a signal

13For examples of long-term spectrum measurements of speech, see [Jayant and Noll 1984, p. 40].

s        (noisy)   p      (air stopped)         ee    (periodic)                           t (stopped)  sh    (noisy)

FIGURE 3.16 Waveform for the word speech.



118 CHAPTER 3 Digital Transmission Fundamentals

W
f

X( f )

0

T
t

nT

x(nT )

x(t)

FIGURE 3.17 Spectrum of FIGURE 3.18 Sampling of an analog signal.
analog bandwidth W Hz.

depends on the application. For example, the human ear can detect signals in the range
20 Hz to 20 kHz. In telephone communications frequencies from 200 Hz to 3.5 kHz
are sufficient for speech communications. However, this range of frequencies is clearly
inadequate for music that contains significant information content at frequencies higher
than 3.5 kHz.

3.3.2 Sampling of an Analog Signal

Suppose we have an analog waveform x(t) that has a spectrum with bandwidth W Hz
as shown in Figure 3.17. To convert the signal to digital form, we begin by taking
instantaneous samples of the signal amplitude every T seconds to obtain x(nT ) for
integer values n (see Figures 3.18 and 3.19). Because the signal varies continuously in
time, we obtain a sequence of real numbers that for now we assume have an infinite
level of precision. Intuitively, we know that if the samples are taken frequently enough
relative to the rate at which the signal varies, we can recover a good approximation
of the signal from the samples, for example, by drawing a straight line between the
sample points. Thus the sampling process replaces the continuous function of time by
a sequence of real-valued numbers. The very surprising result is that we can recover

t

x(nT )
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(b)
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filter
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FIGURE 3.19 (a) Sampling of signal x(t); (b) recovery of original
signal x(t) by interpolation.
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the original signal x(t) from the sequence x(nT ) precisely as long as the sampling rate
is higher than some minimum value!

The sampling theorem is a mathematical result that states that if the sampling
rate 1/T is greater than 2W samples/second, then the signal x(t) can be recovered
from its sample values {x(nT )}. We refer to 2W as the Nyquist sampling rate. The
reconstruction of x(t) is carried out by interpolating the samples x(nT ) according to
the following formula

x(t) =
∑

n

x(nT )s(t − nT ) (3.6)

where the interpolation function s(t) is given by

s(t) = sin 2πW t

2πW t
(3.7)

The expression in Equation (3.6) involves summing time-shifted versions of s(t)
that are weighted by the sample values. The proof of the sampling theorem is discussed
in Appendix 3C. From the discussion there, we find that a possible implementation of
the interpolation is to input a series of narrow pulses, T seconds apart, of amplitude
x(nT ) into an interpolation filter as shown in Figure 3.19b.

As an example of a sampling rate calculation consider the voice signal in the
telephone system that has a nominal bandwidth of 4 kHz. The Nyquist sampling rate
then requires that the voice signal be sampled at a rate of 8000 samples/second. For the
high-quality audio signals encountered in CD recordings, the bandwidth is 22 kHz
leading to a sampling rate of 44,000 samples/second. Lastly, an analog TV signal has
a bandwidth of 4 MHz, leading to a sampling rate of 8,000,000 samples/second.

3.3.3 Digital Transmission of Analog Signals

Figure 3.20 shows the standard arrangement in the handling of the analog information
by digital transmission (and storage) systems. The signal produced by an analog source
x(t), which we assume is limited to W Hz, is sampled at the Nyquist sampling rate,
producing a sequence of samples at a rate of 2W samples/second. These samples have
infinite precision, so they are next input into a quantizer that approximates the sample
value using m bits to produce an approximation within a specified accuracy. The level
of accuracy determines the number of bits m that the quantizer uses to specify the
approximation. The bit rate out of the quantizer is 2W m bits/second, since samples
occur at a rate of 2W samples/second and each sample requires m bits. At this point we
have obtained a digital representation of the original analog signal within a specified
accuracy or quality. This digital representation can be stored or transmitted any number
of times without additional distortion so long as no errors are introduced into the digital
representation.

The approximation to the original signal x(t) is recovered by the mirror process
shown in Figure 3.20. The approximation of the sample values is obtained from the
sequence of groups of m bits, and a sequence of narrow pulses with the corresponding
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FIGURE 3.20 Digital transmission of analog signal.

amplitudes is generated. Finally an interpolation system is driven by the sequence
of narrow pulses to generate an analog signal that approximates the original signal
within the prescribed accuracy. Note that this process applies equally to the storage or
transmission of analog information.

The accuracy in the approximation in the above process is determined by the
quantizer. The task of the quantizer is to take sample values x(nT ) and produce
an approximation y(nT ) than can be specified using a fixed number of bits/sample. In
general, quantizers have a certain number, say, M = 2m , of approximation values that are
used to represent the quantizer inputs. For each input x(nT ) the closest approximation
point is found, and the index of the approximation point is specified using m bits. The
decoder on the receiver side is assumed to have the set of approximation values so the
decoder can recover the values from the indices.

The design of a quantizer requires knowledge about the range of values that are as-
sumed by the signal x(t). The set of approximation values is selected to cover this range.
For example, suppose x(t) assumes the values in the range −V to V . Then the set of
approximation values should be selected to cover only this range. Selecting approxima-
tion values outside this range is unnecessary and will lead to inefficient representations.
Note that as we increase m, we increase the number of intervals that cover the range
−V to V . Consequently, the intervals become smaller and the approximations become
more accurate. We next quantify the trade-off between accuracy and the bit rate 2W m.

Figure 3.21 shows the simplest type of quantizer, the uniform quantizer, in which
the range of the amplitudes of the signal is covered by equally spaced approximation
values. The range −V to V is divided into 2m intervals of equal length �, and so we
have 2V = 2m�, and � = V/2m−1. When the input x(nT ) falls in a given interval,
then its approximation value y(nT ) is the midpoint of the interval. The output of the
quantizer is simply the m bits that specify the interval.

In general, the approximation value is not equal to the original signal value, so an
error is introduced in the quantization process. The value of the quantization error
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Uniform quantizer
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Input x(nT )
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FIGURE 3.21 A uniform quantizer.

e(nT ) is given by

e(nT ) = y(nT ) − x(nT ) (3.8)

Figure 3.22 shows the value of the quantization error as the function of the quantizer
input. It can be seen that the error takes on values between −�/2 and �/2. When the
interval length � is small, then the quantization error values are small and the quantizer
can be viewed as simply adding “noise” to the original signal. For this reason the figure
of merit used to assess the quality of the approximation is the quantizer signal-to-noise
ratio (SNR):

SNR = average signal power

average noise power
= σ 2

x

σ 2
e

(3.9)

The average power of the error is given by its mean square value, which in Section 3.3.4
is found to be σ 2

e = �2/12 = (V/2m−1)2. The standard deviation σx is a measure of
the spread of the signal values about the mean, which we are assuming is zero. On
the other hand, V is the maximum value that the quantizer assumes can be taken on
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�3��V V

M � 2m levels, dynamic range (�V, V ), � � 2V�M

Error � y(nT ) � x(nT ) � e(nT )

Mean square error:

Input
x(nT )

�2� 2� 3��� �
�� 2

�
2

�2
e � 12

�2

… …

FIGURE 3.22 Quantizer error.

by the signal. Frequently, selecting V so that it corresponds to the maximum value of
the signal is too inefficient. Instead V is selected so that the probability that a sample
x(nT ) exceeds V is negligible. This practice typically leads to ratios of approximately
V/σx ≈ 4.

SNR is usually stated in decibels. In Section 3.3.4, we show that the SNR for a
uniform quantizer is given by

SNR dB = 10 log10 σ 2
x /σ 2

e = 6m + 10 log10 3σ 2
x /V 2 (3.10)

≈ 6m − 7.27 dB for V/σx = 4 (3.11)

Equation (3.11) states that each additional bit used in the quantizer will increase the
SNR by 6 dB. This result makes intuitive sense, since each additional bit doubles
the number of intervals, and so for a given range −V to V , the intervals are reduced
in half. The average magnitude of the quantization error is also reduced in half, and
the average quantization error power is reduced by a quarter. This result agrees with
10 log10 4 = 6 dB. We have derived this result for the case of uniform quantizers. More
general quantizers can be defined in which the intervals are not of the same length.
The SNR for these quantizers can be shown to also have the form of the preceding
equations where the only difference is in the constant that is added to 6m [Jayant and
Noll 1984].

We noted before that the human ear is sensitive to frequencies up to 22 kHz. For
audio signals such as music, a high-quality representation involves sampling at a much
higher rate. The Nyquist sampling rate for W = 22 kHz is 44,000 samples/second. The
high-quality audio also requires finer granularity in the quantizers. Typically 16 or more
bits are used per sample. For a stereo signal we therefore obtain the following bit rate:

44,000
samples

second
× 16

bits

sample
× 2 channels = 1.4 Mbps (3.12)
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PCM
The standard for the digital representation of voice signals in telephone networks
is given by the pulse code modulation (PCM) format. In PCM the voice signal is
filtered to obtain a low-pass signal that is limited to W = 4 kHz. The resulting signal
is sampled at the Nyquist rate of 2W = 8 kHz. Each sample is then applied to an
m = 8 bit quantizer. The standard bit rate for digitized telephone speech signals is
therefore 8000 samples/second × 8 bits/sample = 64 kilobits/second.

The type of quantizers used in telephone systems are nonuniform quantizers. A
technique called companding is used so that the size of the intervals increases with
the magnitude of the signal x in logrithmic fashion. The SNR formula for this type
of quantization is given by

SNR dB = 6m − 10 dB for PCM speech

Because m = 8, we see that the SNR is 38 dB. Note that an SNR of 1 percent corre-
sponds to 40 dB. In the backbone of modern digital telephone systems, voice signals
are carried using the log-PCM format, which uses a logarithmic scale to determine
the quantization intervals.

We see that high-quality audio signals can require much higher rates than are required
for more basic signals such as those of telephony speech. The bit rate for audio is
increased even further in modern surround-sound systems. For example, the Digital
Audio Compression (AC-3) that is part of the U.S. ATSC high-definition television
standard involves five channels (left, right, center, left-surround, right-surround) plus a
low-frequency enhancement channel for the 3 Hz to 100 Hz band.

◆ 3.3.4 SNR Performance of Quantizers

We now derive the SNR performance of a uniform quantizer. When the number of
levels M is large, then the error values are approximately uniformly distributed in the
interval (−�/2, �/2). The power in the error signal is then given by

σ 2
e =

�
2∫

− �
2

x ′ 2 1

�
dx ′ = �2

12
(3.13)

Let σ 2
x be the average power of the signal x(t). Then the SNR is given by

SNR = σ 2
x

�2/12
(3.14)

From the definition of the quantizer, we have that � = 2V/M and that M = 2m ; therefore

SNR = σ 2
x

�2/12
= 12σ 2

x

4V 2/M2
= 3

(
σx

V

)2

M2 = 3
(

σx

V

)2

22m (3.15)
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The SNR, stated in decibels, is then

SNR dB = 10 log10 σ 2
x

/
σ 2

e = 6m + 10 log10 3σ 2
x

/
V 2 (3.16)

As indicated before, V is selected so that the probability that a sample x(nT ) exceeds
V is negligible. If we assume that V/σx ≈ 4, then we obtain

SNR dB ≈ 6m − 7.27 dB for V/σx = 4 (3.17)

3.4 CHARACTERIZATION
OF COMMUNICATION CHANNELS

A communication channel is a system consisting of a physical medium and associated
electronic and/or optical equipment that can be used for the transmission of information.
Commonly used physical media are copper wires, coaxial cable, radio, and optical fiber.
Communication channels can be used for the transmission of either digital or analog
information. Digital transmission involves the transmission of a sequence of pulses that
is determined by a corresponding digital sequence, typically a series of binary 0s and 1s.
Analog transmission involves the transmission of waveforms that correspond to some
analog signal, for example, audio from a microphone or video from a television camera.
Communication channels can be characterized in two principal ways: frequency domain
and time domain.

3.4.1 Frequency Domain Characterization

Figure 3.23 shows the approach used in characterizing a channel in the frequency
domain. A sinusoidal signal x(t) = cos(2π f t) that oscillates at a frequency of f cycles/
second (Hertz) is applied to a channel. The channel output y(t) usually consists of a
sinusoidal signal of the same frequency but of different amplitude and phase:14

y(t) = A( f ) cos(2π f t + ϕ( f )) = A( f ) cos(2π f (t − τ( f ))). (3.18)

The channel is characterized by its effects on the input sinusoidal signal. The first
effect involves an attenuation of the sinusoidal signal. This effect is characterized by
the amplitude-response function A( f ), which is the ratio of the output amplitude to
the input amplitude of the sinusoids at frequency f . The second effect is a shift in the
phase of the output sinusoid relative to the input sinusoid. This is specified by a phase
shift ϕ( f ). In general, both the amplitude response and the phase shift depend on the

14The statement applies to channels that are “linear.” For such channels the output signal corresponding to
a sum of input signals, say, x1(t) + x2(t), is equal to the sum of the outputs that would have been obtained
for each individual input; that is, y(t) = y1(t) + y2(t).
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t t

Ain cos 2� f t
Aout cos (2� f t � �( f ))

A( f ) � 
Aout
Ain

Channel

FIGURE 3.23 Channel characterization—frequency
domain.

frequency f of the sinusoid. You will see later that for various communication channels
the attenuation typically increases with f . Equation (3.18) also shows that the output
y(t) can be viewed as the input attenuated by A( f ) and delayed by τ( f ).

The frequency-domain characterization of a channel involves varying the frequency
f of the input sinusoid to evaluate A( f ) and ϕ( f ). Figure 3.24 shows the amplitude-
response and phase-shift functions for a “low-pass” channel. In this channel very low
frequencies are passed, but very high frequencies are essentially eliminated. In addi-
tion, frequency components at low frequencies are not phase shifted, but very high
frequencies are shifted by 90 degrees.

The attenuation of a signal is defined as the reduction or loss in signal power as
it is transferred across a system. The attenuation is usually expressed in dB:

attenuation = 10 log10
Pin

Pout
(3.19)

The power in a sinusoidal signal of amplitude A is A2/2. Therefore, the attenuation
in the channel at frequency f in Figure 3.23 is given by Pin/Pout = A2

in/A2
out = 1/A2( f ).

The amplitude-response function A( f ) can be viewed as specifying a window
of frequencies that the channel will pass. The bandwidth of a channel W measures

f

1 A( f ) � 1

(a)

f0

�45�

�90�

1�2�

�( f ) � tan�12� f

(b)

1 � 4�2 f 2�

FIGURE 3.24 (a) Amplitude-response function; (b) phase-shift function.
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the width of the window of frequencies that are passed by the channel. Figure 3.10a
and Figure 3.24a show two typical amplitude-response functions. The low-pass chan-
nel passes low-frequency components and increasingly attenuates higher frequency
components. In principle this channel has infinite bandwidth, since every frequency
is passed to some degree. However, for practical purposes, signals above a specified
frequency are considered negligible. We can define such a frequency as the bandwidth
and approximate the amplitude-response function by the idealized low-pass function
in Figure 3.10a. Another typical amplitude-response function is a “band-pass” channel
that passes frequencies in the range f1 to f2 instead of low frequencies (see Figure 3.37).
The bandwidth for such a channel is W = f2 − f1.

Communication systems make use of electronic circuits to modify the frequency
components of an input signal. When circuits are used in this manner, they are called
filters. Communication systems usually involve a tandem arrangement of a transmitter
filter, a communication channel, and a receiver filter. The overall tandem arrangement
can be represented by an overall amplitude-response function A( f ) and a phase-shift
function ϕ( f ). The transmitter and receiver filters are designed to give the overall sys-
tem the desired amplitude-response and delay properties. For example, devices called
loading coils were added to telephone wire pairs to provide a flat amplitude-response
function in the frequency range where telephone voice signals occur. Unfortunately,
these coils also introduced a much higher attenuation at the higher frequencies, greatly
reducing the bandwidth of the overall system.

Let us now consider the impact of communication channels on other signals. The
effect of a channel on an arbitrary input signal can also be determined from A( f ) and
ϕ( f ) as follows. As discussed before, many signals can be represented as the sum of
sinusoidal signals. Consider, for example,

x(t) =
∑

ak cos(2π fk t) (3.20)

For example, periodic functions have the preceding form with fk = k f0 where f0 is the
fundamental frequency.

Now suppose that a periodic signal x(t) is applied to a channel with a channel
characterized by A( f ) and ϕ( f ). The channel attenuates the sinusoidal component at
frequency k f0 by A(k f0), and it also phase shifts the component by ϕ(k f0). The output
signal of the channel, which we assume to be linear, will therefore be

y(t) =
∑

ak A(k f0) cos(2πk f0t + ϕ(k f0)) (3.21)

This expression shows how the channel distorts the input signal. In general, the amplitude-
response function varies with frequency, and so the channel alters the relative weighting
of the frequency components. In addition, the different frequency components will be
delayed by different amounts, altering the relative alignment between the components.
Not surprisingly, then, the shape of the output y(t) generally differs from x(t).

Note that the output signal will have its frequencies restricted to the range where
the amplitude-response function is nonzero. Thus the bandwidth of the output signal is
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necessarily less than that of the channel. Note also that if A( f ) is equal to a constant,
say, C , and if ϕ( f ) = 2π f td , over the range of frequencies where a signal x(t) has
nonnegligible components, then the output y(t) will be equal to the input signal scaled
by the factor C and delayed by td seconds:

y(t) =
∑

Cak cos
(
2πk f0t + 2π f td

) = C
∑

ak cos
(
2πk f0(t + td)

) = Cx(t + td)
(3.22)

EXAMPLE Effect of a Channel on the Shape of the Output Signal

Suppose that binary information is transmitted at a rate of 8 kilobits/second. A binary 1
is transmitted by sending a rectangular pulse of amplitude 1 and of duration 0.125 mil-
liseconds, and a 0 by sending a pulse of amplitude −1. Consider the signal x3(t) in
Figure 3.25 that corresponds to the repetition of the pattern 10000001 over and over
again. Using Fourier series, this periodic signal can be expressed as a sum of sinusoids
with frequencies at 1000 Hz, 2000 Hz, 3000 Hz and so on:

x3(t) = −0.5 +
(

4

π

)
 sin

(
π

4

)
cos(2π1000t) +

sin
(

2π

4

)
2

cos(2π2000t)

+
sin

(
3π

4

)
3

cos(2π3000t) + · · ·


 (3.23)

Suppose that the signal is passed through a communication channel that has
A( f ) = 1 and ϕ( f ) = 0 for f in the range 0 to W and A( f ) = 0 elsewhere. Fig-
ures 3.26a, b, and c show the output (the solid line) of the communication channel
for values of W (1.5 kHz, 2.5 kHz, and 4.5 kHz) that pass the frequencies only to
the first, second, and fourth harmonic, respectively. As the bandwidth of the channel
increases, more of the harmonics are passed and the output of the channel more closely
approximates the input. This example shows how the bandwidth of the channel affects
the ability to transmit digital information in the form of pulses. Clearly, as bandwidth
is decreased, the precision with which the pulses can be identified is reduced.

1 ms

1 0 0 0 0 0 0 11.5

0.25 0.375 0.5 0.625 0.75 1

1
0.5

0
�0.5

�1
�1.5

0.125 0.875

FIGURE 3.25 Signals corresponding to repeated octet
patterns.
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4 harmonics

0.8750.125

FIGURE 3.26 Output of low-pass communication channels for
input signal in Figure 3.25.

3.4.2 Time Domain Characterization

Figure 3.27 considers the time domain characterization of a communication channel.
A very narrow pulse is applied to the channel at time t = 0. The energy associated with
the pulse appears at the output of the channel as a signal h(t) some propagation time
later. The propagation speed, of course, cannot exceed the speed of light in the given
medium. The signal h(t) is called the impulse response of the channel. Invariably
the output pulse h(t) is spread out in time. The width of the pulse is an indicator
of how quickly the output follows the input and hence of how fast pulses can be
transmitted over the channel. In digital transmission we are interested in maximizing

t
0 td

h(t)

t Channel

FIGURE 3.27 Channel
characterization—time domain.
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FIGURE 3.28 Signaling pulse with zero intersymbol interference.

the number of pulses transmitted per second in order to maximize the rate at which
information can be transmitted. Equivalently, we are interested in minimizing the time T
between consecutive input pulses. This minimum spacing is determined by the degree
of interference between pulses at the output of the channel.

Suppose that we place transmitter and receiver filters around a communication
channel and suppose as well that we are interested in using the frequencies in the range
0 to W Hz. Furthermore, suppose that the filters can be selected so that the overall
system is an idealized low-pass channel; that is, A( f ) = 1, and ϕ( f ) = 2π f td . It can
be shown that the impulse response of the system is given by

h(t) = s(t − td) (3.24)

which is a delayed version of

s(t) = sin(2πW t)

2πW t
(3.25)

Figure 3.28 shows s(t). It can be seen that this function is equal to 1 at t = 0 and that
it has zero crossings at nonzero integer multiples of T = 1/2W . Note that the pulse is
mostly confined to the interval from −T to T , so it is approximately 2T = 2/2W = 1/W
seconds wide. Thus we see that as the bandwidth W increases, the width of the pulse
s(t) decreases, suggesting that pulses can be input into the system more closely spaced,
that is, at a higher rate. The next section shows that the signal s(t) plays an important
role in the design of digital transmission systems.

Recall that h(t) is the response to a narrow pulse at time t = 0, so we see that our
ideal system has the strange property that its output h(t) = s(t −td) anticipates the input
that will be applied and begins appearing at the output before time t = 0. In practice,
this idealized filter cannot be realized; however, delayed and slightly modified versions
of s(t) are approximated and implemented in real systems.
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3.5 FUNDAMENTAL LIMITS
IN DIGITAL TRANSMISSION

In this section we consider baseband transmission, which is the transmission of digital
information over a low-pass communication channel. The quality of a digital transmis-
sion system is determined by the bit rate at which information bits can be transmitted
reliably. Thus the quality is measured in terms of two parameters: transmission speed,
or bit rate, in bits per second and the bit error rate, the fraction of bits that are received
in error. We will see that these two parameters are determined by the bandwidth of the
communication channel and by the SNR, which we will define formally later in the
section.

Figure 3.29 shows the simplest way to transmit a binary information sequence.
Every T seconds the transmitter accepts a binary information bit and transmits a pulse
with amplitude +A if the information bit is a 1 and with −A if the information bit is
a 0. In the examples in Section 3.4, we saw how a channel distorts an input signal and
limits the ability to correctly detect the polarity of a pulse. In this section we show how
the problem of channel distortion is addressed and how the pulse transmission rate is
maximized at the same time. In particular, in Figure 3.29 each pulse at the input results
in a pulse at the output. We also show how the pulses that arrive at the receiver can be
packed as closely as possible if they are shaped appropriately by the transmitter and
receiver filters.

3.5.1 The Nyquist Signaling Rate

Let p(t) be the basic pulse that appears at the receiver after it has been sent over the
combined transmitter filter, communication channel, and receiver filter. The first pulse
is transmitted, centered at t = 0. If the input bit was 1, then +Ap(t) should be received;
if the input was 0, then −Ap(t) should be received instead. For simplicity, we assume
that the propagation delay is zero. To determine what was sent at the transmitter, the

Transmitter
filter

Communication
channel

Receiver
filter

Receiver

Received signal

t

1 0 1 1 0 1

0 T

�A

�A

2T 3T 4T 5T

r(t)

FIGURE 3.29 Digital baseband signal and baseband transmission system.
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receiver samples the signal it receives at t = 0. If the sample is positive, the receiver
decides that a 1 was sent; if the sample is negative, the receiver decides that a 0 was sent.

Every T seconds the transmitter sends an additional information bit by transmitting
another pulse with the appropriate polarity. For example, the second bit is sent at time
t = T and will be either +Ap(t − T ) or −Ap(t − T ), depending on the information bit.
The receiver samples its signal at t = T to determine the corresponding input. However,
the pulses are sent as part of a sequence, and so the total signal r(t) that appears at the
receiver is the sum of all the inputs:

r(t) =
∑

k

Ak p(t − kT ) (3.26)

where Ak is determined by the polarity of the kth signal. According to this expression,
when the receiver samples the signal at t = 0, it measures

r(0) = A0 p(0) +
∑
k �=0

Ak p(−kT ) (3.27)

In other words, the receiver must contend with intersymbol interference from all
the other transmitted pulses. What a mess! Note, however, that all the terms in the
summation disappear if we use a pulse that has zero crossings at t = kT for nonzero
integer values k. The pulse s(t) introduced in Section 3.4.2 and shown in Figure 3.28
satisfies this property. This pulse is an example of the class of Nyquist pulses that
have the property of providing zero intersymbol interference at the times t = kT at
the receiver. Figure 3.30a shows the three pulses corresponding to the sequence 110,

�1

1

0
1T0 2T�2T �1T 4T

t

t

3T

(a)

�2

�1

2

1

0
1T0 2T�2T �1T 4T3T

(b)

FIGURE 3.30 System
response to binary input 110:
(a) three separate pulses;
(b) combined signal.
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0 (1 � �)W (1 � �)WW
f

FIGURE 3.31 Raised cosine transfer
function.

before they are added. Figure 3.30b shows the signal that results when the three pulses
are combined. It can be seen that the combined signal has the correct values at t = 0,
1, and 2.

The above transmission system sends a bit every T seconds, where T = 1/2W
and W is the bandwidth of the overall system in Figure 3.29. For example, if W =
1 MHz, then pulses would be sent every T = 1/2,000,000 = 0.5 microseconds, which
corresponds to a rate of 2,000,000 pulses/second. A bit is sent with every pulse, so the
bit rate is 2 Mbits/second. The Nyquist Signaling Rate is defined by

rmax = 2W pulses/second (3.28)

The Nyquist rate rmax is the maximum signaling rate that is achievable through an ideal
low-pass channel with no intersymbol interference.

We already noted that the ideal low-pass system in Figure 3.10 cannot be imple-
mented in practice. Nyquist also found other pulses that have zero intersymbol inter-
ference but that require some additional bandwidth. Figure 3.31 shows the amplitude-
response function for one such pulse. Here a transition region with odd symmetry about
f = W is introduced. The more gradual roll-off of these systems makes the appropriate
transmitter and receiver filters simpler to attain in practice.

The operation of the baseband transmission systems in this section depends criti-
cally on having the receiver synchronized precisely to intervals of duration T . Additional
processing of the received signal is carried by the receiver to obtain this synchroniza-
tion. If the receiver loses synchronization, then it will start sampling the signal at time
instants that do contain intersymbol interference. The use of pulses corresponding to
the system in Figure 3.31 provides some tolerance to small errors in sampling time.

3.5.2 The Shannon Channel Capacity

Up to this point we have been assuming that the input pulses can have only two values,
0 or 1. This restriction can be relaxed, and the pulses can be allowed to assume a
greater number of values. Consider multilevel transmission where binary information
is transmitted in a system that uses one of 2m distinct levels in each input pulse. The
binary information sequence can be broken into groups of m bits. Proceeding as before,
each T seconds the transmitter accepts a group of m bits. These m bits determine a
unique amplitude of the pulse that is to be input into the system. As long as the signaling
rate does not exceed the Nyquist rate 2W , the interference between pulses will still be
zero, and by measuring the output at the right time instant we will be able to determine
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Four signal levels Eight signal levels

Typical noise

FIGURE 3.32 Effect of noise on
transmission errors as number of
levels is increased.

the input. Thus if we suppose that we transmit 2W pulses/second over a channel that
has bandwidth W and if the number of amplitude values is 2m , then the bit rate R of
the system is

R = 2W pulses/second × m bits/pulse = 2W m bits/second (3.29)

In principle we can attain arbitrarily high bit rates by increasing the number of levels
2m . However, we cannot do so in practice because of the limitations on the accuracy
with which measurements can be made and also the presence of random noise. The
random noise implies that the value of the overall response at time t = kT will be
the sum of the input amplitude plus some random noise. This noise can cause the
measurement system to make an incorrect decision. To keep the probability of decision
errors small, we must maintain some minimum spacing between amplitude values as
shown in Figure 3.32. Here four signal levels are shown next to the typical noise. In
the case of four levels, the noise is not likely to cause errors when it is added to a given
signal level. Figure 3.32 also shows a case with eight signal levels. It can be seen that
if the spacing between levels becomes too small, then the noise signals can cause the
receiver to make the wrong decision.

We can make the discussion more precise by considering the statistics of the noise
signal. Figure 3.33 shows the Gaussian probability density function, which is frequently
a good model for the noise amplitudes. The density function gives the relative frequency
of occurrence of the noise amplitudes. It can be seen that for the Gaussian density, the
amplitudes are centered around zero. The average power of this noise signal is given
by σ 2, where σ is the standard deviation of the noise.

Consider how errors occur in multilevel transmission. If we have maximum ampli-
tudes ±A and M levels, then the separation between adjacent levels is δ = 2A/(M −1).
When an interior signal level is transmitted, an error occurs if the noise causes the re-
ceived signal to be closer to one of the other signal levels. This situation occurs if the

0
x

1
�2��

e�x2�2�2
FIGURE 3.33 Gaussian
probability density function.
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FIGURE 3.34 Probability of error for an interior signal level.

noise amplitude is greater than δ/2 or less than −δ/2. Thus the probability of error for
an interior signal level is given by

Pe =
−δ/2∫

−∞

1√
2πσ

e−x2/2σ 2
dx +

∞∫
δ/2

1√
2πσ

e−x2/2σ 2
dx = 2

∞∫
δ/2σ

1√
2π

e−x2/2 dx

= 2Q
(

δ

2σ

)
(3.30)

The expression on the right-hand side is evaluated using tables or analytic aprox-
imations [Leon-Garcia, 1994, Chapter 3]. Figure 3.34 shows how Pe varies with
δ/2σ = A/(M − 1)σ . For larger values of separation δ/2σ , large decreases in the prob-
ability of error are possible with small increases in δ/2σ . However, as the number of
signal levels M is increased, δ/2σ is decreased, leading to large increases in the prob-
ability of error. We conclude that the bit rate cannot be increased to arbitrarily high
values by increasing M without incurring significantly higher bit error rates.

We have now seen that two parameters affect the performance of a digital trans-
mission system: bandwidth and SNR. Shannon addressed the question of determining
the maximum achievable bit rate at which reliable communication is possible over an
ideal channel of bandwidth W and of a given SNR. The phrase reliable communica-
tion means that it is possible to achieve arbitrarily small error probabilities by using
sufficiently complex coding. Shannon derived the channel capacity for such a channel
under the condition that the noise has a Gaussian distribution. This channel capacity
is given by the following formula:

C = W log2(1 + SNR) bits/second (3.31)

Shannon showed that the probability of error can be made arbitrarily small only if
the transmission rate R is less than channel capacity C . Therefore, the channel capacity
is the maximum possible transmission rate over a system with given bandwidth and
SNR.
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SHANNON CHANNEL CAPACITY AND THE 56KBPS MODEM
The Shannon channel capacity for a telephone channel gives a maximum possible
bit rate of 45.2 kbps at 40 dB SNR. How is it that the V.90 modems achieve rates of
56 kbps? In fact, a look at the fine print shows that the bit rate is 33.6 kbps inbound
into the network. The inbound modem signal must undergo an analog-to-digital
conversion when it is converted to PCM at the entrance to the telephone network. This
step introduces the PCM approximation error or noise. At the maximum allowable
signal level, we have a maximum possible SNR of 39 dB, so the 56 kbps is not
attainable in the inbound direction, and hence the inbound operation is at 33.6 kbps.
In the direction from the Internet server provider (ISP) to the user, the signal from the
ISP is already digital and so it does not need to undergo analog-to-digital conversion.
Hence the quantization noise is not introduced, a higher SNR is possible, and speeds
approaching 56 kbps can be achieved from the network to the user.

3.6 LINE CODING

Line coding is the method used for converting a binary information sequence into
a digital signal in a digital communications system. The selection of a line coding
technique involves several considerations. In the previous sections, we focused on
maximizing the bit rate over channels that have limited bandwidths. Maximizing bit
rate is the main concern in digital transmission when bandwidth is at a premium.
However, in other situations, such as in LANs, other concerns are also of interest.
For example, an important design consideration is the ease with which the bit timing
information can be recovered from the digital signal so that the receiving sample clock
can maintain its synchronization with respect to the transmitting clock. Many systems
do not pass dc and low-frequency components, so another design consideration is that
the line code produce a signal that does not have dc and low-frequency content. Also,
some line coding methods have built-in error detecting capabilities, and some methods
have better immunity to noise and interference. Finally, the complexity and the cost of
the line code implementations are always factors in the selection for a given application.

Figure 3.35 shows various line codes that are used in practice. The figure shows the
digital signals that are produced by the line codes for the binary sequence 101011100.
The simplest scheme is the unipolar nonreturn-to-zero (NRZ) encoding in which a
binary 1 is transmitted by sending a +A voltage level, and a 0 is transmitted by sending
a 0 voltage. If binary 0s and 1s both occur with probability 1/2, then the average
transmitted power for this line code is (1/2)A2 + (1/2)02 = A2/2. The polar NRZ
encoding method that maps a binary 1 to +A/2 and binary 0 to −A/2 is more efficient
than unipolar NRZ in terms of average transmitted power. Its average power is given
by (1/2)(+A/2)2 + (1/2)(−A/2)2 = A2/4.

The spectrum that results from applying a given line code is of interest. We usually
assume that the binary information is equally likely to be 0 or 1 and that bits are
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FIGURE 3.35 Line coding methods.

statistically independent of each other, much as if they were produced by a sequence of
independent coin flips. The unipolar and the polar NRZ encoding methods have the
same frequency components because they produce essentially the same variations in a
signal as a function of time. Strings of consecutive 0s and consecutive 1s lead to periods
where the signal remains constant. These strings of 0s and 1s occur frequently enough
to produce a spectrum that has its components concentrated at the lower frequencies as
shown in Figure 3.36.15 This situation presents a problem when the communications
channel does not pass low frequencies. For example, most telephone transmission
systems do not pass the frequencies below about 200 Hz.

The bipolar encoding method was developed to produce a spectrum that is more
amenable to channels that do not pass low frequencies. In this method binary 0s
are mapped into 0 voltage, thus making no contribution to the digital signals; con-
secutive 1s are alternately mapped into +A/2 and −A/2. Thus a string of consecutive
1s will produce a square wave with the frequency 1/2T Hz. As a result, the spectrum
for the bipolar code has its frequency content centered around the frequency 1/2T Hz
and has small content at low frequencies as shown in Figure 3.36.

Timing recovery is an important consideration in the selection of a line code. The
timing-recovery circuit in the receiver monitors the transitions at the edge of the bit

15The formulas for the spectra produced by the line codes in Figure 3.36 can be found in [Smith 1985,
pp. 198–203].
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FIGURE 3.36 Spectra for different line codes.

intervals to determine the boundary between bits, and generates a clock signal that
determines when the received signal is sampled. Long strings of 0s and 1s in the binary
and the polar binary encodings can cause the timing circuit to lose synchronization
because of the absence of transitions. In the bipolar encoding long strings of 1s result
in a square wave that has strong timing content; however, long strings of 0s still pose a
problem. To address this problem, the bipolar line codes used in telephone transmission
systems place a limit on the maximum number of 0s that may be encoded into the digital
signal. Whenever a string of N consecutive 0s occurs, the string is encoded into a special
binary sequence that contains 0s and 1s. To alert the receiver that a substitution has
been made, the sequence is encoded so that the mapping in the bipolar line code is
violated; that is, two consecutive 1s do not alternate in polarity.

A problem with polar coding is that a systematic error in polarity can cause all 0s to
be detected as 1s and all 1s as 0s.16 The problem can be avoided by mapping the binary
information into transitions at the beginning of each interval. A binary 1 is transmitted
by enforcing a transition at the beginning of a bit time, and a 0 by having no transition.
The signal level within the actual bit time remains constant. Figure 3.35 shows an
example of how differential encoding, or NRZ inverted, carries out this mapping.
Starting at a given level, the sequence of bits determines the subsequent transitions at
the beginning of each interval. Note that differential encoding will lead to the same
spectrum as binary and polar encoding. However, errors in differential encoding tend
to occur in pairs. An error in one bit time will provide the wrong reference for the next
time, thus leading to an additional error in the next bit.

16This polarity inversion occurs when the polar-encoded stream is fed into a phase modulation system such
as the one discussed in Section 3.7.
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EXAMPLE Ethernet and Token-Ring Line Coding

Bipolar coding has been used in long-distance transmission where bandwidth efficiency
is important. In LANs, where the distances are short, bandwidth efficiency is much less
important than cost per station. The Manchester encodings shown in Figure 3.35 are
used in Ethernet and token-ring LAN standards. In Manchester encoding a binary 1
is denoted by a transition from A/2 to −A/2 in the middle of the bit time interval, and
a binary 0 by a transition from −A/2 to A/2. The Manchester encoding is said to be
self-clocking: The presence of a transition in the middle of every bit interval makes
timing recovery particularly easy and also results in small content at low frequencies.
However, the pulse rate is essentially double that of binary encoding, and this factor
results in a spectrum with significantly larger bandwidth as shown in Figure 3.36.
Differential Manchester encoding, which is used in token-ring networks, retains the
transition in the middle of every bit time, but the binary sequence is mapped into the
presence or absence of transitions in the beginning of the bit intervals. In this type of
encoding, a binary 0 is marked by a transition at the beginning of an interval, whereas
a 1 is marked by the absence of a transition.

Note that the Manchester encoding can be viewed as the transmission of two pulses
for each binary bit. A binary 1 is mapped into the binary pair of 10, and the corresponding
polar encoding for these two bits is transmitted; A binary 0 is mapped into 01. The
Manchester code is an example of a mBnB code (where m is 1 and n is 2) in which m
information bits are mapped into n > m encoded bits. The encoded bits are selected so
that they provide enough pulses for timing recovery and limit the number of pulses of
the same level.

Optical transmission systems use the intensity of a light pulse and hence can only
take on a positive value and a zero value. For example, an optical version of a Manchester
code uses the above encoding in unipolar format. A 4B5B code is used in the optical
fiber transmission system in the Fiber Distributed Data Interface (FDDI) LAN, and an
8B10B line code is used in Gigabit Ethernet.

3.7 MODEMS AND DIGITAL MODULATION

In Section 3.5 we considered digital transmission over channels that are low pass in
nature. We now consider band-pass channels that do not pass the lower frequencies and
instead pass power in some frequency range from f1 to f2, as shown in Figure 3.37.
We assume that the bandwidth of the channel is W = f2 − f1 and discuss the use of
modulation to transmit digital information over this type of channel. The basic function
of the modulation is to produce a signal that contains the information sequence and
that occupies frequencies in the range passed by the channel. A modem is a device that
carries out this basic function. In this section we first consider the principles of digital
modulation, and then we show how these principles are applied in telephone modem
standards.

Let fc be the frequency in the center of the band-pass channel in Figure 3.37;
that is, fc = ( f1 + f2)/2. The sinusoidal signal cos(2π fct) has all of its power located
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0 f1 fc f2
f

A( f ) FIGURE 3.37 Bandpass channel
passes frequencies in the range f1 to f2.

precisely at frequency fc. The various types of modulation schemes involve imbedding
the binary information sequence into the transmitted signal by varying, or modulating,
some attribute of the sinusoidal signal. In amplitude shift keying (ASK) the sinu-
soidal signal is turned on and off according to the information sequence as shown in
Figure 3.38a. The demodulator for an ASK system needs only to determine the presence
or absence of a sinusoid in a given time interval. In frequency shift keying (FSK),
shown in Figure 3.38b, the frequency of the sinusoid is varied according to the informa-
tion. If the information bit is a 0, the sinusoid has frequency f1 = fc − ε, and if it is a 1,
the sinusoid has a frequency f2 = fc + ε. The demodulator for an FSK system must be
able to determine which of two possible frequencies is present at a given time. In phase
shift keying (PSK), the phase of the sinusoid is altered according to the information
sequence. In Figure 3.38c a binary 1 is transmitted by cos(2π fct), and a binary 0 is
transmitted by cos(2π fct + π). Because cos(2π fct + π) = −cos(2π fct), we note that
this PSK scheme is equivalent to multiplying the sinusoidal signal by +1 when the
information is a 1 and by −1 when the information bit is a 0. Thus the demodulator
for a PSK system must be able to determine the phase of the received sinusoid with
respect to some reference phase. In the remainder of this section, we concentrate on
phase modulation techniques.

6T
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FIGURE 3.38 Amplitude, frequency, and phase modulation techniques.
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3.7.1 Binary Phase Modulation

Consider the problem of transmitting a binary information sequence over an ideal band-
pass channel using PSK. We are interested in developing modulation techniques that
can achieve pulse rates that are comparable to that achieved by Nyquist signaling over
low-pass channels. In Figure 3.39c we show the waveform Yi (t) that results when a
binary 1 is transmitted using a cosine wave with amplitude +A, and a binary 0 is
transmitted using a cosine wave with amplitude −A. The corresponding modulator is
shown in Figure 3.40a. Every T seconds the modulator accepts a new binary information
symbol and adjusts the amplitude Ak accordingly. In effect, as shown in Figure 3.39c,
the modulator transmits a T -second segment of the signal as follows:

+A cos(2π fct) if the information symbol is a 1.
−A cos(2π fct) if the information symbol is a 0.

Note that the modulated signal is no longer a pure sinusoid, since the overall
transmitted signal contains glitches between the T -second intervals, but its primary
oscillations are still around the center frequency fc; therefore, we expect that the power
of the signal will be centered about fc and hence located in the range of frequencies
that are passed by the band-pass channel.

By monitoring the polarity of the signal over the intervals of T seconds, a re-
ceiver can recover the original information sequence. Let us see more precisely how
this recovery may be accomplished. As shown in Figure 3.40b suppose we multiply
the modulated signal Yi (t) by 2 cos(2π fct). The resulting signal is +2A cos2(2π fct)
if the original information symbol is a 1 or −2A cos2(2π fct) if the original informa-
tion symbol is 0. Because 2 cos2(2π fct) = (1 + cos(4π fct)), we see that the resulting
signals are as shown in Figure 3.39d. By smoothing out the oscillatory part with a

(c) Modulated
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0 T 3T2T 4T 5T 6T
t

(d) 2Yi(t) cos(2�fct)
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t
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FIGURE 3.39 Modulating a signal.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


3.7 Modems and Digital Modulation 141
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Yi(t) � Ak cos(2�fct) Xi(t)

2Ak cos2(2�fct) � Ak {1� cos(2�2fct)}
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FIGURE 3.40 Modulator and demodulator: (a) Modulate cos(2π fct)
by multiplying it by Ak for (k − 1)T < t < kT ; (b) Demodulate
(recover) Ak by multiplying by 2 cos(2π fct) and low-pass filtering.

so-called low-pass filter, we can easily determine the original baseband signal Xi (t)
and the Ak and subsequently the original binary sequence.

3.7.2 QAM and Signal Constellations

When we developed the Nyquist signal result in Section 3.5.1, we found that for a low-
pass channel of bandwidth W Hz the maximum signaling rate is 2W pulses/second. It
can be shown that the system we have just described in the previous section can transmit
only W pulses/second over a band-pass channel that has bandwidth W .17 Consequently,
the time per pulse is given by T = 1/W . Thus this scheme attains only half the signaling
rate of the low-pass case. Next we show how we can recover this factor of 2 by using
Quadrature Amplitude Modulation.

Suppose we have an original information stream that is generating symbols at a
rate of 2W symbols/second. In Quadrature Amplitude Modulation (QAM) we split
the original information stream into two sequences that consist of the odd and even
symbols, say, Bk and Ak , respectively, as shown in Figure 3.41. Each sequence now
has the rate W symbols/second. Suppose we take the even sequence Ak and produce
a modulated signal by multiplying it by cos(2π fct); that is, Yi (t) = Ak cos(2π fct) for
a T -second interval. As before, this modulated signal will be located within the band
of the band-pass channel. Now suppose that we take the odd sequence Bk and produce
another modulated signal by multiplying it by sin(2π fct); that is, Yq(t) = Bk sin(2π fct)
for a T -second interval. This modulated signal also has its power located within the
band of the band-pass channel. We finally obtain a composite modulated signal by
adding Yi (t) and Yq(t), as shown in Figure 3.41.

Y (t) = Yi (t) + Yq(t) = Ak cos(2π fct) + Bk sin(2π fct). (3.32)

17In the remainder of this section, we continue to use the term pulse for the signal that is transmitted in a
T -second interval.
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FIGURE 3.41 QAM modulator:
Modulate cos(2π fct) and sin(2π fct) by
multiplying them by Ak and Bk ,
respectively, for (k − 1)T < t < kT .

This equation shows that we have generated what amounts to a two-dimensional
modulation scheme. The first component Ak is called the in-phase component; the
second component Bk is called the quadrature-phase component.

We now transmit the sum of these two modulated signals over the band-pass chan-
nel. The composite sinusoidal signal Y (t) will be passed without distortion by the
linear band-pass channel. We now need to demonstrate how the original information
symbols can be recovered from Y (t). We will see that our ability to do so depends on
the following properties of cosines and sines:

2 cos2(2π fct) = 1 + cos(4π fct) (3.33)

2 sin2(2π fct) = 1 − sin(4π fct) (3.34)

2 cos(2π fct) sin(2π fct) = 0 + sin(4π fct) (3.35)

These properties allow us to recover the original symbols as shown in Figure 3.42.
By multiplying Y (t) by 2 cos(2π fct) and then low-pass filtering the resulting signal, we
obtain the sequence Ak . Note that the cross-product term Bk(t) sin(4π fct) is removed
by the low-pass filter. Similarly, the sequence Bk is recovered by multiplying Y (t) by
2 sin(2π fct) and low-pass filtering the output. Thus QAM is a two-dimensional system
that achieves an effective signaling rate of 2W pulses/second over the band-pass channel
of W Hz. This result matches the performance of the Nyquist signaling procedure that
we developed in Section 3.5.
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FIGURE 3.42 QAM
demodulator Ak .
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FIGURE 3.43 (a) 4-point and
(b) 16-point signal constellations.

The two-dimensional nature of the above signaling scheme can be used to plot
the various combinations of levels that are allowed in a given signaling interval of
T seconds. (Note: It is important to keep in mind that T = 1/W in this discussion).
In the case considered so far, the term multiplying the cosine function can assume the
value +A or −A; the term multiplying the sine function can also assume the value +A
or −A. In total, four combinations of these values can occur. These are shown as the four
points in the two-dimensional plane in Figure 3.43a. We call the set of signal points a
signal constellation. At any given T -second interval, only one of the four points in this
signal constellation can be in use. It is therefore clear that in every T -second interval we
are transmitting two bits of information. As in the case of baseband signaling, we can
increase the number of bits that can be transmitted per T -second interval by increasing
the number of levels that are used. Figure 3.43b shows a 16-point constellation that
results when the terms multiplying the cosine and sine functions are allowed to assume
four possible levels. In this case only one of the 16 points in the constellation is in use
in any given T -second interval, and hence four bits of information are transmitted at
every such interval.

Another way of viewing QAM is as the simultaneous modulation of the amplitude
and phase of a carrier signal, since

Ak cos(2π fct) + Bk sin(2π fct) = (
A2

k + B2
k

)1/2 cos(2π fct + tan−1 Bk/Ak) (3.36)

Each signal constellation point can then be seen as determining a specific amplitude
and phase.

Many signal constellations that are used in practice have nonrectangular arrays of
signal points such as those shown in Figure 3.44. To produce this type of signaling, we
need to modify the above encoding scheme only slightly. Suppose that the constella-
tion has 2m points. Each T -second interval, the transmitter accepts m information bits,
identifies the constellation point assigned to these bits, and then transmits cosine and
sine signals with the amplitudes that correspond to the constellation point.

The presence of noise in transmission systems implies that the pair of recovered
values for the cosine and sine components will differ somewhat from the transmitted
values. This pair of values will therefore specify a point in the plane that deviates from
the transmitted constellation point. The task of the receiver is to take the received pair
of values and identify the closest constellation point.
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FIGURE 3.44 Other signal constellations.

3.7.3 Telephone Modem Standards

Signal constellation diagrams of the type shown in Figure 3.43 and Figure 3.44 are
used in the various signaling standards that have been adopted for use over telephone
lines. For the purposes of data communications, most telephone channels have a usable
bandwidth in the range f1 = 500 Hz to f2 = 2900 Hz. This implies W = 2400 and
hence a signaling rate of 1/T = W = 2400 pulses/second. Table 3.4 lists some of the
parameters that specify the ITU V.32bis and V.34bis modem standards that are in current
use. Each standard can operate at a number of speeds that depend on the quality of the
channel available. Both standards operate at a rate of 2400 pulses/second, and the actual
bit rate is determined by which constellation is used. The QAM 4 systems uses four
constellation points and hence two bits/pulse, giving a bit rate of 4800 bps.

Trellis modulation systems are more complex in that they combine error-correction
coding with the modulation. In trellis modulation the number of constellation points
is 2m+1. At every T -second interval, the trellis coding algorithm accepts m bits and
generates m +1 bits that specify the constellation point that is to be used. In effect, only
2m out of the 2m+1 possible constellation points are valid during any given interval.
This extra degree of redundancy improves the robustness of the modulation scheme
with respect to errors. In Table 3.4, the trellis 32 system has 25 constellation points
out of which 16 are valid at any given time; thus the bit rate is 4 × 2400 = 9600 bps.
Similarly, the trellis 128 system gives a bit rate of 6 × 2400 = 14,400 bps.

The V.34bis standard can operate at rates of 2400, 2743, 2800, 3000, 3200, or
3429 pulses/second. The modem precedes communications with an initial phase during
which the channel is probed to determine the usable bandwidth in the given telephone

TABLE 3.4 Modem standards.

V.32bis Modulation Pulse rate

14,000 bps Trellis 128 2400 pulses/second
9600 bps Trellis 32 2400 pulses/second
4800 bps QAM 4 2400 pulses/second

V.34bis

2400–33,600 bps Trellis 960 2400–3429 pulses/second
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connection. The modem then selects a pulse rate. For each of these pulse rates, a
number of possible trellis encoding schemes are defined. Each encoding scheme selects
a constellation that consists of a subset of points from a superconstellation of 860 points.
A range of bit rates are possible, including 2400, 4800, 9600, 14,400, 19,200 and
28,800, 31,200 and 33,600 bps.

It is instructive to consider how close the V.34bis modem comes to the maximum
possible transmission rate predicted by Shannon’s formula for the traditional telephone
channel. Suppose we have a maximum useful bandwidth of 3400 Hz and assume a
maximum SNR of 40 dB, which is a bit over the maximum possible in a telephone line.
Shannon’s formula then gives a maximum possible bit rate of 45,200 bits/second. It is
clear then that the V.34bis modem is coming close to achieving the Shannon bound. In
1997 a new class of modems, the ITU-T V.90 standard, was introduced that tout a bit
rate of 56,000 bits/second, well in excess of the Shannon bound! As indicated earlier,
the 56 kbps speed is attained only under particular conditions that do not correspond
to the normal telephone channel.18

BEEEEEEP, CHIRP, CHIRP, KTWANG, KTWANG, shhhhh, SHHHHHH
What are the calling and answering V.34 modems up to when they make these noises?
They are carrying out the handshaking that is required to set up communication.
V.34 handshaking has four phases:

Phase 1: Because the modems don’t know anything about each other’s character-
istics, they begin by communicating using simple, low-speed, 300 bps FSK. They
exchange information about the available modulation modes, the standards they
support, the type of error correction that is to be used, and whether the connection
is cellular.

Phase 2: The modems perform probing of the telephone line by transmitting tones
with specified phases and frequencies that are spaced 150 Hz apart and that cover
the range from 150 Hz to 3750 Hz. The tones are sent at two distinct signal levels
(amplitudes). The probing allows the modems to determine the bandwidth and dis-
tortion of the telephone line. The modems then select their carrier frequency and
signal level. At the end of this phase, the modems exchange information about their
carrier frequency, transmit power, symbol rate, and maximum data rate.

Phase 3: The receiver equalizer starts its adaptation to the channel. The echo can-
celer is started. The function of the echo canceler is to suppress its modem’s trans-
mission signal so that the modem can hear the arriving signal.

Phase 4: The modems exchange information about the specific modem parameters
that are to be used, for example, signal constellation, trellis encoding, and other
encoding parameters.

The modems are now ready to work for you!

18Indeed, we will see later when we discuss transmission medium that much higher bit rates are attainable
over twisted-wire pairs.
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Modem standards have also been developed for providing error control as well as
data compression capabilities. The V.42bis standard specifies the Link Access Proce-
dure for Modems (LAPM) for providing error control. LAPM is based on the HDLC
data link control, which is discussed in Chapter 5. V.42bis also specifies the use of
the Lempel-Ziv data compression scheme for the compression of information prior to
transmission. This scheme can usually provide compression ratios of two or more, thus
providing an apparent modem speedup of two or more. The data compression scheme
is explained in Chapter 12.

In this section we have considered only telephone modem applications. Digital
modulation techniques are also used extensively in other digital transmission systems
such as digital cellular telephony and terrestrial and satellite communications. These
systems are discussed further in Section 3.8.

3.8 PROPERTIES OF MEDIA AND DIGITAL
TRANSMISSION SYSTEMS

For transmission to occur, we must have a transmission medium that conveys the energy
of a signal from a sender to a receiver. A communication system places transmitter and
receiver equipment on either end of a transmission medium to form a communications
channel. In previous sections we discussed how communications channels are charac-
terized in general. In this section we discuss the properties of the transmission media
that are used in modern communication networks.

We found that the capability of a channel to carry information reliably is deter-
mined by several properties. First, the manner in which the medium transfers signals at
various frequencies (that is, the amplitude-response function A( f ) and the phase-shift
function ϕ( f ) determines the extent to which the input pulses are distorted. The trans-
mitter and receiver equipment must be designed to remove enough distortion to make
reliable detection of the pulses possible. Second, the transmitted signal is attenuated as
it propagates through the medium and noise is also introduced in the medium and in the
receiver. These phenomena determine the SNR at the receiver and hence the probability
of bit errors. In discussing specific transmission media, we are therefore interested in
the following characteristics:

• The amplitude-response function A( f ) and the phase-shift function ϕ( f ) of the
medium and the associated bandwidth as a function of distance.

• The susceptibility of the medium to noise and interference from other sources.

A typical communications system transmits information by modulating a sinusoidal
signal of frequency f0 that is inserted into a guided medium or radiated through an
antenna. The sinusoidal variations of the modulated signal propagate in a medium at a
speed of v meters/second, where

v = c√
ε

(3.37)
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FIGURE 3.45 Electromagnetic spectrum.

and where c = 3 × 108 meters/second is the speed of light in a vacuum and ε is the
dielectric constant of the medium. In free space, ε = 1, and ε ≥ 1 otherwise. The
wavelength λ of the signal is given by the distance in space spanned by one period of
the sinusoid:

λ = v/ f0 meters (3.38)

As shown in Figure 3.45, a 100 MHz carrier signal, which corresponds to FM
broadcast radio, has a wavelength of 3 meters, whereas a 3 GHz carrier signal has a
wavelength of 10 cm. Infrared light covers the range from 1012 to 1014 Hz, and the light
used in optical fiber occupies the range 1014 to 1015 Hz.

The speed of light c is a maximum limit for propagation speed in free space
and cannot be exceeded. Thus if a pulse of energy enters a communications channel
of distance d at time t = 0, then none of the energy can appear at the output before
time t = d/c as shown in Figure 3.46. Note that in copper wire signals propagate at a
speed of 2.3 × 108 meters/second, and in optical fiber systems the speed of light v is
approximately 2 × 108 meters/second.

The two basic types of media are wired media, in which the signal energy is
contained and guided within a solid medium, and wireless media, in which the signal
energy propagates in the form of unguided electromagnetic signals. Copper pair wires,
coaxial cable, and optical fiber are examples of wired media. Radio and infrared light
are examples of wireless media.

Wired and wireless media differ in a fundamental way. In its most basic form,
wired media provide communications from point to point. By interconnecting wires at

d meters

t � 0 t � d�v

Communication channel

FIGURE 3.46 Propagation delay of a pulse over the
communication channel, where v is the speed of light in the medium.
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various repeater or switching points, wired media lead to well-defined discrete network
topologies. Since the energy is confined within the medium, additional transmission
capacity can be procured by adding more wires. Unguided media, on the other hand, can
achieve only limited directionality and can be transmitted, as in the case of broadcast
radio, in all directions making the medium broadcast in nature. This condition leads to
a network topology that is continuous in nature. In addition, all users within receiving
range of each other must share the frequency band that is available and can thus interfere
with each other. The radio spectrum is finite, and so, unlike wired media, it is not
possible to procure additional capacity. A given frequency band can be reused only in
a sufficiently distant geographical area. To maximize its utility, the radio spectrum is
closely regulated by government agencies.

Another difference between wired and wireless media is that wired media require
establishing a right-of-way through the land that is traversed by the cable. This process is
complicated, costly, and time-consuming. On the other hand, systems that use wireless
media do not require the right-of-way and can be deployed by procuring only the
sites where the antennas are located. Wireless systems can therefore be deployed more
quickly and at lower cost.

Finally, we note that for wired media the attenuation has an exponential dependence
on distance; that is, the attenuation at a given frequency is of the form 10kd where the
constant k depends on the specific frequency and d is that distance. The attenuation for
wired media in dB is then

attenuation for wired media = kd dB (3.39)

that is, the attenuation in dB increases linearly with the distance. For wireless media
the attenuation is proportional to dn where n is the path loss exponent. For free space
n = 2, and for environments where obstructions are present n > 2. The attenuation for
wireless media in dB is then

attenuation for wireless media is proportional to n log10 d dB (3.40)

and so the attenuation in dB only increases logarithmically with the distance. Thus in
general the signal level in wireless systems can be maintained over much longer dis-
tances than in wired systems.

3.8.1 Twisted Pair

The simplest guided transmission medium consists of two parallel insulated conducting
(e.g., copper) wires. The signal is transmitted through one wire while a ground refer-
ence is transmitted through the other. This two-wire system is susceptible to crosstalk
and noise. Crosstalk refers to the picking up of electrical signals from other adjacent
wires. Because the wires are unshielded, there is also a tendency to pick up noise, or
interference, from other electromagnetic sources such as broadcast radio. The receiver
detects the information signal by the voltage difference between the ground reference
signal and the information signal. If either one is greatly altered by interference or
crosstalk, then the chance of error is increased. For this reason parallel two-wire lines
are limited to short distances.
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FIGURE 3.47 Attenuation versus frequency for twisted pair [after
Smith 1985].

A twisted pair consists of two wires that are twisted together to reduce the sus-
ceptibility to interference. The close proximity of the wires means that any interference
will be picked up by both and so the difference between the pair of wires should be
largely unaffected by the interference. Twisting also helps to reduce (but not eliminate)
the crosstalk interference when multiple pairs are placed within one cable. Much of the
wire in the telephone system is twisted-pair wire. For example, it is used between the
customer and the central office, also called the subscriber loop, and often between cen-
tral offices, called the trunk plant. Because multiple pairs are bundled together within
one telephone cable, the amount of crosstalk is still significant, especially at higher
frequencies.

A twisted pair can pass a relatively wide range of frequencies. The attenuation for
twisted pair, measured in dB/mile, can range from 1 to 4 dB/mile at 1 kHz to 10 to
20 dB/mile at 500 kHz, depending on the gauge (diameter) of the wire as shown in
Figure 3.47. Since the attenuation/km is higher for higher frequencies, the bandwidth of
twisted pair decreases with distance. Table 3.5 shows practical limits on data rates that

TABLE 3.5 Data rates of 24-gauge twisted pair.

Standard Data rate Distance

T-1 1.544 Mbps 18,000 feet, 5.5 km
DS2 6.312 Mbps 12,000 feet, 3.7 km
1/4 STS-1 12.960 Mbps 4500 feet, 1.4 km
1/2 STS-1 25.920 Mbps 3000 feet, 0.9 km
STS-1 51.840 Mbps 1000 feet, 300 m
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can be achieved in a unidirectional link over a 24-gauge (0.016-inch-diameter wire)
twisted pair for various distances.

The first digital transmission system used twisted pair and was used in the trunk
portion of the telephone network. This T-1 carrier system achieved a transmission rate
of 1.544 Mbps and could carry 24 voice channels. The T-1 carrier system used baseband
pulse transmission with bipolar encoding. The T-1 carrier system is discussed further
in Chapter 4 in the context of the telephone network. Twisted pair in the trunk portion
of the telephone network is being replaced by optical fiber. However, twisted pair
constitutes the bulk of the access network that connects users to the telephone office,
and as such, is crucial to the evolution of future digital networks. In the remainder of
this section, we discuss how new systems are being introduced to provide high-speed
digital communications in the access network.

Originally, in optimizing for the transmission of speech, the telephone company
elected to transmit frequencies within the range of 0 to 4 kHz. Limiting the frequen-
cies at 4 kHz reduced the crosstalk that resulted between different cable pairs at the
higher frequencies and provided the desired voice quality. Within the subscriber loop
portion, loading coils were added to further improve voice transmission within the
3 kHz band by providing a flatter transfer function. This loading occurred in lines
longer than 5 kilometers. While improving the quality of the speech signal, the loading
coils also increased the attenuation at the higher frequencies and hence reduced the
bandwidth of the system. Thus the choice of a 4 kHz bandwidth for the voice chan-
nel and the application of loading coils, not the inherent bandwidth of twisted pair,
are the factors that limit digital transmission over telephone lines to approximately
40 kbps.

APPLICATION Digital Subscriber Loops

Several digital transmission schemes were developed in the 1970s to provide access
to Integrated Services Digital Network (ISDN) using the twisted pair (without load-
ing coils) in the subscriber loop network. These schemes provide for two bearer (B)
64 kbps channels and one data (D) 16 kbps channel from the user to the telephone
network. These services were never deployed on a wide scale.

To handle the recent demand from consumers for higher speed data transmission,
the telephone companies are introducing a new technology called asymmetric digital
subscriber line (ADSL). The objective of this technology is to use existing twisted-
pair lines to provide the higher bit rates that are possible with unloaded twisted pair.
The frequency spectrum is divided into two regions. The lower frequencies are used for
conventional analog telephone signals. The region above is used for bidirectional digital
transmission. The system is asymmetric in that the user can transmit upstream into the
network at speeds ranging from 64 kbps to 640 kbps but can receive information from
the network at speeds from 1.536 Mbps to 6.144 Mbps, depending on the distance from
the telephone central office. This asymmetry in upstream/downstream transmission
rates is said to match the needs of current applications such as upstream requests and
downstream page transfers in the World Wide Web application.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


3.8 Properties of Media and Digital Transmission Systems 151

The ITU-T G.992.1 standard for ADSL uses the Discrete Multitone (DMT) system
that divides the available bandwidth into a large number of narrow subchannels. The
binary information is distributed among the subchannels, each of which uses QAM.
DMT can adapt to line conditions by avoiding subchannels with poor SNR. ITU-T
has also approved standard G.992.2 as a “lite” version that provides access speeds of
up to 512 kbps from the user and download speeds of up 1.5 Mbps. The latter is the
simpler and less expensive standard because it does not require a “splitter” to separate
telephone voice signals from the data signal and can instead be plugged directly into
the PC by the user as is customary for most voiceband modems.

APPLICATION Local Area Networks

Twisted pair is installed during the construction of most office buildings. The wires that
terminate at the wall plate in each office are connected to wiring closets that are placed
at various locations in the building. Consequently, twisted pair is a good candidate for
use in local area computer networks where the maximum distance between a computer
and a network device is in the order of 100 meters. As a transmission medium, however,
high-speed transmission over twisted pairs poses serious challenges. Several categories
of twisted-pair cable have been defined for use in LANs. Category 3 unshielded twisted
pair (UTP) corresponds to ordinary voice-grade twisted pair and can be used at speeds
up to 16 Mbps. Category 5 UTP is intended for use at speeds up to 100 Mbps. Category 5
twisted pairs are twisted more tightly than are those in category 3, resulting in much
better crosstalk immunity and signal quality. Shielded twisted pair involves providing a
metallic braid or sheath to cover each twisted pair. It provides better performance than
UTP but is more expensive and more difficult to use.

10BASE-T Ethernet LAN. The most widely deployed version of Ethernet LAN uses
the 10BASE-T physical layer. The designation 10BASE-T denotes 10 Mbps operation
using baseband transmission over twisted-pair wire. The NIC card in each computer is
connected to a hub in a star topology as shown in Figure 3.48. Two category 3 UTP cables
provide the connection between computer and hub. The transmissions use Manchester
line coding, and the cables are limited to a maximum distance of 100 meters.

FIGURE 3.48 Ethernet hub.
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100BASE-T Ethernet LAN. The 100BASE-T Ethernet LAN is also known as Fast
Ethernet. As indicated by the designation, 100BASE-T Ethernet operates at a speed of
100 Mbps using twisted-pair wire. The computers are connected to a hub or a switch in
a star topology, and the distance of the twisted pairs is limited to 100 meters. Operating
100 Mbps on UTP is challenging, and so three options for doing so were developed,
one for category 3 UTP, one for shielded twisted pair, and one for category 5 UTP. One
problem with extending the 10BASE-T transmission format is that Manchester line
coding is inefficient in its use of bandwidth. Recall from the section on line coding that
Manchester coding pulses vary at twice the information rate, so the use of Manchester
coding would have required operation at 200 Mpulses/second. Another problem is that
higher pulse rates result in more electromagnetic interference. For this reason, new and
more efficient line codes were used in the new standards.

In the 100BASE-T4 format, four category 3 twisted-pair wires are used. At any
given time three pairs are used to jointly provide 100 Mbps in a given direction; that
is, each pair provides 33 1/3 Mbps. The fourth pair is used for collision detection. The
transmission uses ternary signaling in which the transmitted pulses can take on three
levels, +A, 0, or −A. The line code maps a group of eight bits into a corresponding
group of six ternary symbols that are transmitted over the three parallel channels over
two pulse intervals, or equivalently four bits into three ternary symbols/pulse interval.
This mapping is possible because 24 = 16 < 33 = 27. The transmitter on each pair sends
25 Mpulses/second, which gives a bit rate of 25 Mp/s × 4 bits/3 pulses = 33 1/3 Mbps
as required. As an option, four category 5 twisted pairs can be used instead of category 3
twisted pairs.

In the 100BASE-TX format, two category 5 twisted pairs are used to connect to
the hub. Transmission is full duplex with each pair transmitting in one of the directions
at a pulse rate of 125 Mpulses/second. The line code used takes a group of four bits
and maps it into five binary pulses, giving a bit rate of 125 Mpulses/second × 4 bits/
5 pulses = 100 Mbps. An option allows two pairs of shielded twisted wire to be used
instead of the category 5 pairs.

3.8.2 Coaxial Cable

In coaxial cable a solid center conductor is located coaxially within a cylindrical outer
conductor. The two conductors are separated by a solid dielectric material, and the outer
conductor is covered with a plastic sheath as shown in Figure 3.49. The coaxial arrange-
ment of the two conductors provides much better immunity to interference and crosstalk

Center
conductor Dielectric

material Braided outer
conductor

Outer cover

FIGURE 3.49 Coaxial cable.
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FIGURE 3.50 Attenuation versus frequency for coaxial cable
[after Smith 1985].

than twisted pair does. By comparing Figure 3.50 with Figure 3.47, we can see that coax-
ial cable can provide much higher bandwidths (hundreds of MHz) than twisted pair (a
few MHz). For example, existing cable television systems use a bandwidth of 500 MHz.

Coaxial cable was initially deployed in the backbone of analog telephone networks
where a single cable could be used to carry in excess of 10,000 simultaneous analog
voice circuits. Digital transmission systems using coaxial cable were also deployed in
the telephone network in the 1970s. These systems operate in the range of 8.448 Mbps
to 564.992 Mbps. However, the deployment of coaxial cable transmission systems
in the backbone of the telephone network was discontinued because of the much higher
bandwidth and lower cost of optical fiber transmission systems.

APPLICATION Cable Television Distribution

The widest use of coaxial cable is for distribution of television signals in cable TV
systems. Existing coaxial cable systems use the frequency range from 54 MHz to
500 MHz. A National Television Standards Committee (NTSC) analog television signal
occupies a 6 MHz band, and a phase alternation by line (PAL) analog television signal
occupies 8 MHz, so 50 to 70 channels can be accommodated.19 Existing cable television
systems are arranged in a tree-and-branch topology as shown in Figure 3.51. The master
television signal originates at a head end office, and unidirectional analog amplifiers
maintain the signal level. The signal is split along different branches until all subscribers
are reached. Because all the information flows from the head end to the subscribers,
cable television systems were designed to be unidirectional.

19The NTSC and PAL formats are two standards for analog television. The NTSC format is used in North
America and Japan, and the PAL format is used in Europe.
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Head
end

Unidirectional
amplifier

FIGURE 3.51 Tree-and-branch topology of conventional cable TV systems.

APPLICATION Cable Modem

The coaxial cable network has a huge bandwidth flowing from the network to the user.
For example, a single analog television channel will provide approximately 6 MHz
of bandwidth. If QAM modulation is used with a 64-point constellation, then a bit
rate of 6 Mpulses/second × 6 bits/pulse = 36 Mbps is possible. However, the coaxial
network was not designed to provide communications from the user to the network.
Figure 3.52 shows how coaxial cable networks are being modified to provide upstream
communications through the introduction of bidirectional split-band amplifiers that
allow information to flow in both directions.

Figure 3.53a shows the existing cable spectrum that uses the band from 54 MHz to
500 MHz for the distribution of analog television signals. Figure 3.53b shows the pro-
posed spectrum for hybrid fiber-coaxial systems. The band from 550 MHz to 750 MHz
would be used to carry new digital video and data signals as well as downstream
telephone signals. In North America channels are 6 MHz wide, so these downstream
channels can support bit rates in the range of 36 Mbps. The band from 5 MHz to 42 MHz,
which was originally intended for pay-per-view signaling, would be converted for cable
modem upstream signals as well as for cable telephony. This lower band is subject to
much worse interference and noise than the downstream channels. Using channels of
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FIGURE 3.52 Topology of hybrid fiber-coaxial systems.

approximately 2 MHz, upstream transmission rates from 500 kbps to 4 Mbps can be
provided. As in the case of ADSL, we see that the upstream/downstream transmission
rates are asymmetric.

Both the upstream and downstream channels need to be shared among subscribers
in the feeder line. The arrangement is similar to that of a local area network in that
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FIGURE 3.53 Frequency allocation in cable TV systems.
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the cable modems from the various users must communicate with a cable modem
termination system (CMTS) at the operator’s end of the cable. The cable modems must
listen for packets destined to them on an assigned downstream channel. They must also
contend to obtain time slots to transmit their information in an assigned channel in the
upstream direction.

APPLICATION Ethernet LAN

The original design of the Ethernet LAN used coaxial cable for the shared medium
(see Figure 1.13a). Coaxial cable was selected because it provided high bandwidth,
offered good noise immunity, and led to a cost-effective transceiver design. The original
standard specified 10Base5, which uses thick (10 mm) coaxial cable operating at a bit
rate of 10 Mbps, using baseband transmission and with a maximum segment length of
500 meters. The transmission uses Manchester coding. This cabling system required
the use of a transceiver to attach the NIC card to the coaxial cable. The thick coaxial
cable Ethernet was typically deployed along the ceilings in building hallways, and
a connection from a workstation in an office would tap onto the cable. Thick coaxial
cable is awkward to handle and install. The 10Base2 standard uses thin (5 mm) coaxial
cable operating 10 Mbps and with a maximum segment of 185 meters. The cheaper and
easier to handle thin coaxial cable makes use of T-shaped BNC connectors. 10Base5
and 10Base2 segments can be combined through the use of a repeater that forwards
the signals from one segment to the other.

3.8.3 Optical Fiber

The deployment of digital transmission systems using twisted pair and coaxial cable
systems established the trend toward digitization of the telephone network during the
1960s and 1970s. These new digital systems provided significant economic advantages
over previous analog systems. Optical fiber transmission systems, which were intro-
duced in the 1970s, offered even greater advantages over copper-based digital trans-
mission systems and resulted in a dramatic acceleration of the pace toward digitization
of the network. Figure 1.1 of Chapter 1 showed that optical fiber systems represented
an acceleration in the long-term rate of improvement in transmission capacity.

The typical T-1 or coaxial transmission system requires repeaters about every
2 km. Optical fiber systems, on the other hand, have maximum regenerator spacings
in the order of tens to hundreds and even thousands of kilometers. The introduction
of optical fiber systems has therefore resulted in great reductions in the cost of digital
transmission. Optical fiber systems have also allowed dramatic reductions in the space
required to house the cables. A single fiber strand is much thinner than twisted pair or
coaxial cable. Because a single optical fiber can carry much higher transmission rates
than copper systems, a single cable of optical fibers can replace many cables of copper
wires. In addition, optical fibers do not radiate significant energy and do not pick up
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FIGURE 3.54 Transmission of
light waves in optical fiber:
(a) geometry of optical fiber;
(b) reflection in optical fiber.

interference from external sources. Thus compared to electrical transmission, optical
fibers are more secure from tapping and are also immune to interference and crosstalk.

Optical fiber consists of a very fine cylinder of glass (core) surrounded by a
concentric layer of glass (cladding) as shown in Figure 3.54. The information itself is
transmitted through the core in the form of a fluctuating beam of light. The core has a
slightly higher optical density (index of refraction) than the cladding. The ratio of the
indices of refraction of the two glasses defines a critical angle θc. When a ray of light
from the core approaches the cladding at an angle less than θc, the ray is completely
reflected back into the core. In this manner the ray of light is guided within the fiber.

The attenuation in the fiber can be kept low by controlling the impurities that are
present in the glass. When it was invented in 1970, optical fiber had a loss of 20 dB/km.
Within 10 years systems with a loss of 0.2 dB/km had become available. Figure 3.55
shows that minimum attenuation of optical fiber varies with the wavelength of the
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FIGURE 3.55 Attenuation versus wavelength for optical
fiber.
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Reflected path

Direct path

FIGURE 3.56 (a) Multimode optical fiber: multiple rays follow
different paths; (b) single-mode optical fiber: only direct path
propagates in optical fiber.

signal. It can be seen that the systems that operate at wavelengths of 1300 nanome-
ter (nm) and 1550 nm occupy regions of low attenuation. The attenuation peak in the
vicinity of 1400 nm is due to residual water vapor in the glass fiber.20 Early optical
fiber transmission systems operated in the 850 nm region at bit rates in the tens of
megabits/second and used relatively inexpensive light emitting diodes (LEDs) as the
light source. Second- and third-generation systems use laser sources and operate in the
1300 nm and 1500 nm region achieving gigabits/second bit rates.

A multimode fiber has an input ray of light reach the receiver over multiple paths,
as shown in Figure 3.56a. Here the first ray arrives in a direct path, and the second ray
arrives through a reflected path. The difference in delay between the two paths causes
the rays to interfere with each other. The amount of interference depends on the duration
of a pulse relative to the delays of the paths. The presence of multiple paths limits the
maximum bit rates that are achievable using multimode fiber. By making the core of
the fiber much narrower, it is possible to restrict propagation to the single direct path.
These single-mode fibers can achieve speeds of many gigabits/second over hundreds
of kilometers.

Figure 3.57 shows an optical fiber transmission system. The transmitter consists of
a light source that can be modulated according to an electrical input signal to produce

Electrical
signal

Electrical
signal

Modulator

Optical
source

Optical fiber Receiver

FIGURE 3.57 Optical transmission system.

20New optical fiber designs remove the water peak in the 1400 nm region.
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a beam of light that is inserted into the fiber. Typically the binary information sequence
is mapped into a sequence of on/off light pulses at some particular wavelength. The key
attribute of optical communications is that these light pulses can be switched on and off
at extremely high rates so extremely high bit rates are possible. An optical detector at the
receiver end of the system converts the received optical signal into an electrical signal
from which the original information can be detected. Optical fiber communication
involves various types of dispersion that are not encountered in electronic systems. See
[Keiser 2000] for a discussion on dispersion types.

The width of an optical band is typically stated in terms of nanometers. We obtain
an expression for bandwidth in terms of frequency as follows. Let f1 correspond to the
wavelength λ1 and let f2 correspond to the wavelength λ1 + �λ, and suppose that �λ

is much smaller than λ1. From Equation (3.38) the bandwidth in Hz is given by

B = f1 − f2 = v

λ1
− v

λ1 + �λ
= v

λ1

(
1 − 1

1 + �λ
λ1

)
= v

λ1

(
�λ
λ1

1 + �λ
λ1

)
≈ v�λ

λ2
1

(3.41)

The region around 1300 nm contains a band with attenuation less than 0.5 dB/km. The
region has �λ of approximately 100 nm which gives a bandwidth of approximately
12 terahertz. One terahertz is 1012 Hz, that is, 1 million MHz! The region around
1550 nm has another band with attenuation as low as 0.2 dB/km [Mukherjee 1997].
This region has a bandwidth of about 15 THz. Clearly, existing optical transmission
systems do not come close to utilizing this bandwidth.

Wavelength-division multiplexing (WDM) is an effective approach to exploiting
the bandwidth that is available in optical fiber. In WDM multiple wavelengths are
used to carry simultaneously several information streams over the same fiber. WDM
is a form of multiplexing and is covered in Chapter 4. Early WDM systems handled
16 wavelengths each transmitting 2.5 Gbps for a total of 40 Gbps/fiber. Two basic
types of WDM systems are in use. Coarse WDM (CWDM) systems are optimized for
simplicity and low cost and involve the use of a few wavelengths (4–8) with wide
interwavelength spacing. Dense WDM (DWDM) systems, on the other hand, maximize
the bandwidth carried in a fiber through dense packing of wavelengths. Current DWDM
systems can pack 80 to 160 wavelengths, where each wavelength can carry 10 Gbps
and in some cases 40 Gbps. The ITU Grid specifies a separation of 0.8 nm between
wavelengths and is used for systems that carry 10 Gbps signals per wavelength. Newer
systems use a tighter spacing of 0.4 nm and typically carry 2.5 Gbps signals.

The attenuation in the optical fiber typically limits the range of the optical trans-
mitted signal to tens of kilometers. In the absence of optical amplifiers, electronic
regenerators must be inserted between spans of optical fiber because current optical
processing cannot provide all-optical timing recovery and signal detection. At each
regenerator, the optical signal is converted to an electrical signal, timing is recovered
electronically, the original data is detected electronically, and the resulting recovered
data sequence is used to drive a laser that pumps a regenerated optical signal along
the next span as shown in Figure 3.58a. Optical-to-electronic conversion is expensive
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FIGURE 3.58 Optical transmission systems: (a) single signal/fiber with 1 regenerator/span;
(b) DWDM composite signal/fiber with 1 regenerator/wavelength-span; (c) DWDM
composite signal with optical amplifiers.

because of the cost of lasers and high-speed electronics. The cost of regeneration be-
comes acute when DWDM is introduced. As shown in Figure 3.58b, at each regeneration
point the composite DWDM signal must be split into its separate optical signals and
each individual signal must be electronically regenerated individually.

A major advance took place with the invention of optical amplifiers that can am-
plify the band of wavelengths that is occupied by a DWDM signal. An Erbium-Doped
Fiber Amplifier (EDFA) is a device that can boost the intensity of optical signals that
are carried within the 1530 to 1620 nm band in an optical fiber. An EDFA involves tak-
ing a weak arriving (DWDM) optical signal and combining it with a locally generated
higher power optical signal in a length of fiber that has been doped with the erbium.
The erbium atoms are excited by this action and they generate photons at the same
phase and direction as the arriving signal. In effect the DWDM signal is amplified.
The EDFA devices must be designed so that they provide nearly equal amplification
for all the wavelengths in its band. The availability of EDFA optical amplifiers reduces
the need for regenerators as shown in Figure 3.58c. There is a limit on how many
EDFA devices can be cascaded in series and so eventually regenerators need to be
inserted. Nevertheless, the distance between regenerators and the associated optical-to-
electronic conversion can be increased to hundreds and even thousands of kilometers.
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In Chapter 4 we examine the impact of these new optical technologies on transport
networks.

APPLICATION Access and Backbone Networks

Optical fiber transmission systems are widely deployed in the backbone of networks.
In Chapter 4 we present the digital multiplexing hierarchy that has been developed for
electrical and optical digital transmission systems. Current optical fiber transmission
systems provide transmission rates from 45 Mbps to 10 Gbps using single wavelength
transmission and 40 Gbps to 1600 Gbps using WDM. Optical fiber systems are very
cost-effective in the backbone of networks because the cost is spread over a large number
of users. Optical fiber transmissions systems provide the facilities for long-distance
telephone communications and data communications. Regeneratorless optical fiber
transmission systems are also used to interconnect telephone offices in metropolitan
areas.

The cost of installing optical fiber in the subscriber portion of the network remains
higher than the cost of using the existing installed base of twisted pair and coaxial cable.
Fiber-to-the-home proposals that would provide huge bandwidths to the user remain
too expensive. Fiber-to-the-curb proposals attempt to reduce this cost by installing fiber
to a point that is sufficiently close to the subscriber. Twisted pair or coaxial cable can
then connect the subscriber to the curb at high data rates.

APPLICATION Local Area Networks

Optical fiber is used as the physical layer of several LAN standards. The 10BASE-FP
Ethernet physical layer standard uses optical fiber operating with an 850 nm source.
The transmission system uses Manchester coding and intensity-light modulation and
allows distances up to 2 km. The Fiber Distributed Data Interface (FDDI) ring-topology
LAN uses optical fiber transmission at a speed of 100 Mbps, using LED light sources at
1300 nm with repeater spacings of up to 2 km. The binary information is encoded using
a 4B5B code followed by NRZ-inverted line coding. The 100BASE-FX Fast Ethernet
physical layer standard uses two fibers, one for send and one for receive. The maximum
distance is limited to 100 meters. The transmission format is the same as that of FDDI
with slight modifications.

Optical fiber is the preferred medium for Gigabit Ethernet. As has become the
practice in the development of physical layer standards, the 1000BASE-X standards
are based on the preexisting fiber channel standard. The pulse transmission rate is
1.25 gigapulses/second, and an 8B10B code is used to provide the 1 Gbps transmission
rate. There are two variations of the 1000BASE-X standard. The 1000BASE-SX uses a
“shortwave” light source, nominally 850 nm, and multimode fiber. The distance limit is
550 meters. The 1000BASE-LX uses a “longwave” light source, nominally at 1300 nm,
single mode or multimode fiber. For multimode fiber the distance limit is 550 meters,
and for single-mode fiber the distance is 5 km.
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APPLICATION 10 Gigabit Ethernet Networks

A 10 Gbps Ethernet standard has been specified for use in LANs as well as in wide
area networks. To support the installed base of Gigabit Ethernet, two multimode fiber
interfaces have been defined. An 850 nm interface supports LAN deployments of up to
65 meters. A 1310 nm interface supports applications up to 300 meters. For wide area
networks, single-mode fiber interfaces at 1310 nm and 1550 nm have been defined that
provide reaches of 10 km and 40 km respectively.

3.8.4 Radio Transmission

Radio encompasses the electromagnetic spectrum in the range of 3 kHz to 300 GHz. In
radio communications the signal is transmitted into the air or space, using an antenna
that radiates energy at some carrier frequency. For example, in QAM modulation the
information sequence determines a point in the signal constellation that specifies the
amplitude and phase of the sinusoidal wave that is transmitted. Depending on the fre-
quency and the antenna, this energy can propagate in either a unidirectional or omni-
directional fashion. In the unidirectional case a properly aligned antenna receives the
modulated signal, and an associated receiver in the direction of the transmission recov-
ers the original information. In the omnidirectional case any receiver with an antenna
in the area of coverage can pick up the signal.

Radio communication systems are subject to a variety of transmission impair-
ments. We indicated earlier that the attenuation in radio links varies logarithmically
with the distance. Attenuation for radio systems also increases with rainfall. Radio
systems are subject to multipath fading and interference. Multipath fading refers to the
interference that results at a receiver when two or more versions of the same signal
arrive at slightly different times. If the arriving signals differ in polarity, then they will
cancel each other. Multipath fading can result in wide fluctuations in the amplitude and
phase of the received signal. Interference refers to energy that appears at the receiver
from sources other than the transmitter. Interference can be generated by other users
of the same frequency band or by equipment that inadvertently transmits energy out-
side its band and into the bands of adjacent channels. Interference can seriously affect
the performance of radio systems, and for this reason regulatory bodies apply strict
requirements on the emission properties of electronic equipment.

Figure 3.59 gives the range of various frequency bands and their applications. The
frequency bands are classified according to wavelengths. Thus the low frequency (LF)
band spans the range 30 kHz to 300 kHz, which corresponds to a wavelength of 1 km to
10 km, whereas the extremely high frequency (EHF) band occupies the range from 30
to 300 GHz corresponding to wavelengths of 1 millimeter to 1 centimeter. Note that the
progression of frequency bands in the logarithmic frequency scale have increasingly
larger bandwidths, for example, the “band” from 1011 to 1012 Hz has a bandwidth of
0.9 × 1012 Hz, whereas the band from 105 to 106 Hz has a bandwidth of 0.9 × 106 Hz.

The propagation properties of radio waves vary with the frequency. Radio waves
at the VLF, LF, and MF bands follow the surface of the earth in the form of ground
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FIGURE 3.59 Radio spectra.

waves. VLF waves can be detected at distances up to about 1000 km, and MF waves,
for example, AM radio, at much shorter distances. Radio waves in the HF band are
reflected by the ionosphere and can be used for long-distance communications. These
waves are detectable only within certain specific distances from the transmitter. Finally,
radio waves in the VHF band and higher are not reflected back by the ionosphere and
are detectable only within line-of-sight.

In general, radio frequencies below 1 GHz are more suitable for omnidirectional
applications, such as those shown in Table 3.6. For example, paging systems (“beepers”)
are an omnidirectional application that provides one-way communications. A high-
power transmission system is used to reach simple, low-power pocket-size receivers in
some geographic area. The purpose of the system is to alert the owner that someone
wishes to communicate with him or her. The system may consist of a single high-
powered antenna, or a network of interconnected antennas, or be a nationwide satellite-
based transmission system. These systems deliver the calling party’s telephone number
and short text messages. Paging systems have operated in a number of frequency bands.
Most systems currently use the 930 to 932 MHz band.

Cordless telephones are an example of an omnidirectional application that provides
two-way communications. Here a simple base station connects to a telephone outlet
and relays signaling and voice information to a cordless phone. This technology allows
the user to move around in an area of a few tens of meters while talking on the phone.
The first generation of cordless phones used analog radio technology and subsequent
generations have used digital technology.

TABLE 3.6 Examples of omnidirectional systems.

System Description Distance

Paging Short message 10s of kilometers
Cordless telephone Analog/digital voice 10s of meters
Cellular telephone Analog/digital voice and data kilometers
Personal communication services Digital voice and data 100s of meters
Wireless LAN High-speed data 100 meters
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APPLICATION Cellular Communications

Analog cellular telephone systems were introduced in 1979 in Japan. This system
provided for 600 two-way channels in the 800 MHz band. In Europe the Nordic Mobile
Telephone system was developed in 1981 in the 450 MHz band. The U.S. Advanced
Mobile Phone System (AMPS) was deployed in 1983 in a frequency band of 50 MHz
in the 800 MHz region. This band is divided into 30 kHz channels that can each carry
a single FM-modulated analog voice signal.

Analog cellular phones quickly reached their capacity in large metropolitan areas
because of the popularity of cellular phone service. Several digital cellular telephone
systems based on digital transmission have been introduced. In Europe the Global
System for Mobile (GSM) standard was developed to provide for a pan-European
digital cellular system in the 900 MHz band. In 1991 Interim Standard IS-54 in the
United States allowed for the replacement of a 30 kHz channel with a digital channel
that can support three users. This digital channel uses differential QAM modulation in
place of the analog FM modulation. A cellular standard based on code division multiple
access (CDMA) was also standardized as IS-95. This system, based on direct sequence
spread spectrum transmission, can handle more users than earlier systems could. These
cellular systems are discussed further in Chapter 6.

In 1995 personal communication services (PCS) licenses were auctioned in the
U.S. for spectrum in the 1800/1900 MHz region. PCS is intended to extend digital
cellular technology to a broader community of users by using low-power transmitters
that cover small areas, “microcells.” PCS thus combines aspects of conventional cellular
telephone service with aspects of cordless telephones. The first large deployment of PCS
is in the Japanese Personal Handiphone system that operates in the 1800/1900 band.
This system is now very popular. In Europe the GSM standard has been adapted to the
1800/1900 band.

APPLICATION Wireless LANs

Wireless LANs are another application of omnidirectional wireless communications.
The objective here is to provide high-speed communications among a number of com-
puters located in relatively close proximity. Most standardization efforts in the United
States have focused on the Industrial/Scientific/Medical (ISM) bands, which span 902
to 928 MHz, 2400 to 2483.5 MHz, and 5725 to 5850 MHz, respectively. Unlike other
frequency bands, the ISM band is designated for unlicensed operation so each user
must cope with the interference from other users. In Europe, the high-performance
radio LAN (HIPERPLAN) standard was developed to provide high-speed (20 Mbps)
operation in the 5.15 to 5.30 GHz band. In 1996 the Federal Communications Commis-
sion (FCC) in the United States announced its intention to make 350 MHz of spectrum
in the 5.15 to 5.35 GHz and 5.725 to 5.825 GHz bands available for unlicensed use in
LAN applications. More recently, the IEEE 802.11 group has developed standards for
wireless LANs. These developments are significant because these systems will provide
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high-speed communications to the increasing base of portable computers. This new
spectrum allocation will also enable the development of ad hoc digital radio networks
in residential and other environments.

APPLICATION Point-to-Point and Point-to-Multipoint Radio Systems

Highly directional antennas can be built for microwave frequencies that cover the
range from 2 to 40 GHz. For this reason point-to-point wireless systems use microwave
frequencies and were a major component of the telecommunication infrastructure intro-
duced several years ago. Digital microwave transmission systems have been deployed
to provide long-distance communications. These systems typically use QAM modula-
tion with fairly large signal constellations and can provide transmission rates in excess
of 100 Mbps. The logarithmic, rather than linear, attenuation gave microwave radio
systems an advantage over coaxial cable systems by requiring regenerator spacings in
the tens of kilometers. In addition, microwave systems did not have to deal with right-
of-way issues. Microwave transmission systems can also be used to provide inexpensive
digital links between buildings.

Microwave frequencies in the 28 GHz band have also been licensed for point-to-
multipoint “wireless cable” systems. In these systems microwave radio beams from a
telephone central office would send 50 Mbps directional signals to subscribers within a
5 km range. Reflectors would be used to direct these beams so that all subscribers can be
reached. These signals could contain digital video and telephone as well as high-speed
data. Subscribers would also be provided with transmitters that would allow them to
send information upstream into the network. The providers of this service have about
1 GHz in total bandwidth available.

APPLICATION Satellite Communications

Early satellite communications systems can be viewed as microwave systems with a
single repeater in the sky. A (geostationary) satellite is placed at an altitude of about
36,000 km above the equator where its orbit is stationary relative to the rotation of
the earth. A modulated microwave radio signal is beamed to the satellite on an uplink
carrier frequency. A transponder in the satellite receives the uplink signal, regenerates
it, and beams it down back to earth on a downlink carrier frequency. A satellite typically
contains 12 to 20 transponders so it can handle a number of simultaneous transmissions.
Each transponder typically handles about 50 Mbps. Satellites operate in the 4/6, 11/14,
and 20/30 GHz bands, where the first number indicates the downlink frequency and the
second number the uplink frequency.

Geostationary satellite systems have been used to provide point-to-point digital
communications to carry telephone traffic between two points. Satellite systems have
an advantage over fiber systems in situations where communications needs to be estab-
lished quickly or where deploying the infrastructure is too costly. Satellite systems are
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inherently broadcast in nature, so they are also used to simultaneously beam television,
and other signals, to a large number of users. Satellite systems are also used to reach
mobile users who roam wide geographical areas.

Constellations of low-earth orbit satellites (LEOS) have also been deployed. These
include the Iridium and Teledesic systems. The satellites are not stationary with respect
to the earth, but they rotate in such a way that there is continuous coverage of the earth.
The component satellites are interconnected by high-speed links forming a network in
the sky.

3.8.5 Infrared Light

Infrared light is a communication medium whose properties differ significantly from
radio frequencies. Infrared light does not penetrate walls, so an inherent property is that
it is easily contained within a room. This factor can be desirable from the point of view
of reducing interference and enabling reuse of the frequency band in different rooms.
Infrared communications systems operate in the region from 850 nm to 900 nm where
receivers with good sensitivity are available. Infrared light systems have a very large
potential bandwidth that is not yet exploited by existing systems. A serious problem is
that the sun generates radiation in the infrared band, which can be a cause of severe
interference. The infrared band is being investigated for use in the development of very
high speed wireless LANs.

APPLICATION IrDA Links

The Infrared Data Association (IrDA) was formed to promote the development of
infrared light communication systems. A number of standards have been developed
under its auspices. The IrDA-C standard provides bidirectional communications for
cordless devices such as keyboards, mice, joysticks, and handheld computers. This
standard operates at a bit rate of 75 kbps at distances of up to 8 meters. The IrDA-D
standard provides for data rates from 115 kb/s to 4 Mb/s over a distance of 1 meter. It was
designed as a wireless alternative to connecting devices, such as a laptop to a printer.

3.9 ERROR DETECTION AND CORRECTION

In most communication channels a certain level of noise and interference is unavoid-
able. Even after the design of the digital transmission system has been optimized, bit
errors in transmission will occur with some small but nonzero probability. For example,
typical bit error rates for systems that use copper wires are in the order of 10−6, that
is, one in a million. Modern optical fiber systems have bit error rates of 10−9 or less.
In contrast, wireless transmission systems can experience error rates as high as 10−3

or worse. The acceptability of a given level of bit error rate depends on the particular
application. For example, certain types of digital speech transmission are tolerant to
fairly high bit error rates. Other types of applications such as electronic funds transfer
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require essentially error-free transmission. In this section we introduce error-control
techniques for improving the error-rate performance that is delivered to an application in
situations where the inherent error rate of a digital transmission system is unacceptable.

There are two basic approaches to error control. The first approach involves the
detection of errors and an automatic retransmission request (ARQ) when errors are
detected. This approach presupposes the availability of a return channel over which the
retransmission request can be made. For example, ARQ is widely used in computer
communication systems that use telephone lines. ARQ is also used to provide reliable
data transmission over the Internet. The second approach, forward error correction
(FEC), involves the detection of errors followed by further processing of the received
information that attempts to correct the errors. FEC is appropriate when a return channel
is not available, retransmission requests are not easily accommodated, or a large amount
of data is sent and retransmission to correct a few errors is very inefficient. For example,
FEC is used in satellite and deep-space communications. Another application is in audio
CD recordings where FEC is used to provide tremendous robustness to errors so that
clear sound reproduction is possible even in the presence of smudges and scratches on
the disk surface. Error detection is the first step in both ARQ and FEC. The difference
between ARQ and FEC is that ARQ “wastes” bandwidth by using retransmissions,
whereas FEC in general requires additional redundancy in the transmitted information
and incurs significant processing complexity in performing the error correction.

In this section we discuss parity check codes, the Internet checksum, and poly-
nomial codes that are used in error detection. We also present methods for assessing
the effectiveness of these codes in several error environments. These results are used
in Chapter 5, in the discussion of ARQ protocols. An optional section on linear codes
gives a more complete introduction to error detection and correction.

3.9.1 Error Detection

First we discuss the idea of error detection in general terms, using the single parity
check code as an example throughout the discussion. The basic idea in performing
error detection is very simple. As illustrated in Figure 3.60, the information produced
by an application is encoded so that the stream that is input into the communication
channel satisfies a specific pattern or condition. The receiver checks the stream coming
out of the communication channel to see whether the pattern is satisfied. If it is not,
the receiver can be certain that an error has occurred and therefore sets an alarm to
alert the user. This certainty stems from the fact that no such pattern would have been
transmitted by the encoder.

The simplest code is the single parity check code that takes k information bits
and appends a single check bit to form a codeword. The parity check ensures that the
total number of 1s in the codeword is even; that is, the codeword has even parity.21 The
check bit in this case is called a parity bit. This error-detection code is used in ASCII
where characters are represented by seven bits and the eighth bit consists of a parity bit.

21Some systems use odd parity by defining the check bit to be the binary complement of Equation (3.42).
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FIGURE 3.60 General error-detection system.

This code is an example of the so-called linear codes because the parity bit is calculated
as the modulo 2 sum of the information bits:

bk+1 = b1 + b2 + · · · + bk modulo 2 (3.42)

where b1, b2, . . . , bk are the information bits.
Recall that in modulo 2 arithmetic 0 + 0 = 0, 0 + 1 = 1, 1 + 0 = 1, and 1 + 1 = 0.

Thus, if the information bits contain an even number of 1s, then the parity bit will be
0; and if they contain an odd number, then the parity bit will be 1. Consequently, the
above rule will assign the parity bit a value that will produce a codeword that always
contains an even number of 1s. This pattern defines the single parity check code.

If a codeword undergoes a single error during transmission, then the corresponding
binary block at the output of the channel will contain an odd number of 1s and the error
will be detected. More generally, if the codeword undergoes an odd number of errors,
the corresponding output block will also contain an odd number of 1s. Therefore, the
single parity bit allows us to detect all error patterns that introduce an odd number
of errors. On the other hand, the single parity bit will fail to detect any error patterns
that introduce an even number of errors, since the resulting binary vector will have
even parity. Nonetheless, the single parity bit provides a remarkable amount of error-
detection capability, since the addition of a single check bit results in making half of
all possible error patterns detectable, regardless of the value of k.

Figure 3.61 shows an alternative way of looking at the operation of this example.
At the transmitter a checksum is calculated from the information bits and transmitted
along with the information. At the receiver, the checksum is recalculated, based on the
received information. The received and recalculated checksums are compared, and the
error alarm is set if they disagree.
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FIGURE 3.61 Error-detection system using check bits.
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FIGURE 3.62 Distance properties of codes.

This simple example can be used to present two fundamental observations about
error detection. The first observation is that error detection requires redundancy in that
the amount of information that is transmitted is over and above the required minimum.
For a single parity check code of length k + 1, k bits are information bits, and one bit
is the parity bit. Therefore, the fraction 1/(k + 1) of the transmitted bits is redundant.

The second fundamental observation is that every error-detection technique will
fail to detect some errors. In particular, an error-detection technique will always fail to
detect transmission errors that convert a valid codeword into another valid codeword.
For the single parity check code, an even number of transmission errors will always
convert a valid codeword to another valid codeword.

The objective in selecting an error-detection code is to select the codewords that
reduce the likelihood of the transmission channel converting one valid codeword into
another. To visualize how this is done, suppose we depict the set of all possible binary
blocks as the space shown in Figure 3.62, with codewords shown by xs in the space
and noncodewords by os. To minimize the probability of error-detection failure, we
want the codewords to be selected so that they are spaced as far away from each other
as possible. Thus the code in Figure 3.62a is a poor code because the codewords are
close to each other. On the other hand, the code in Figure 3.62b is good because the
distance between codewords is maximized. The effectiveness of a code clearly depends
on the types of errors that are introduced by the channel. We next consider how the
effectiveness is evaluated for the example of the single parity check code.

EFFECTIVENESS OF ERROR-DETECTION CODES
The effectiveness of an error-detection code is measured by the probability that the
system fails to detect an error. To calculate this probability of error-detection failure,
we need to know the probabilities with which various errors occur. These probabilities
depend on the particular properties of the given communication channel. We will con-
sider three models of error channels: the random error vector model, the random bit
error model, and burst errors.

Suppose we transmit a codeword that has n bits. Define the error vector e =
(e1, e2, . . . , en) where ei = 1 if an error occurs in the i th transmitted bit and ei = 0
otherwise. In one extreme case, the random error vector model, all 2n possible error
vectors are equally likely to occur. In this channel model the probability of e does not
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depend on the number of errors it contains. Thus the error vector (1, 0, . . . , 0) has the
same probability of occurrence as the error vector (1, 1, . . . , 1). The single parity check
code will fail when the error vector has an even number of 1s. Thus for the random
error vector channel model, the probability of error detection failure is 1/2.

Now consider the random bit error model where the bit errors occur indepen-
dently of each other. Satellite communications provide an example of this type of
channel. Let p be the probability of an error in a single-bit transmission. The probability
of an error vector that has j errors is p j (1 − p)n− j , since each of the j errors occurs
with probability p and each of the n − j correct transmissions occurs with probability
1 − p. By rewriting this probability we obtain:

p[e] = (1 − p)n−w(e) pw(e) = (1 − p)n
(

p

1 − p

)w(e)

(3.43)

where the weight w(e) is defined as the number of 1s in e. For any useful communica-
tion channel, the probability of bit error is much smaller than 1, and so p < 1/2 and
p/(1 − p) < 1. This implies that for the random bit error channel the probability of
e decreases with the weight w(e), that is, as the number of errors (1s) increases. In
other words, an error pattern with a given number of bit errors is more likely than an
error pattern with a larger number of bit errors. Therefore this channel tends to map a
transmitted codeword into binary blocks that are clustered around the codeword.

The single parity check code will fail if the error pattern has an even number of 1s.
Therefore, in the random bit error model:

P[error detection failure] = P[undetectable error pattern]
= P[error patterns with even number of 1s]

(3.44)

=
(

n

2

)
p2(1 − p)n−2 +

(
n

4

)
p4(1 − p)n−4 + · · ·

where the number of terms in the sum extends up to the maximum possible even number
of errors. In the preceding equation we have used the fact that the number of distinct
binary n-tuples with j ones and n − j zeros is given by the binomial coefficient(

n

j

)
= n!

j!(n − j!)
(3.45)

In any useful communication system, the probability of a single-bit error p is
much smaller than 1. We can then use the following approximation: pi (1 − p) j ≈
pi (1 − p j ) ≈ pi . For example, if p = 10−3 then p2(1 − p)n−2 ≈ 10−6 and p4(1 −
p)n−4 ≈ 10−12. Thus the probability of detection failure is determined by the first term
in Equation (3.44). For example, suppose n = 32 and p = 10−4. Then the probability
of error-detection failure is 5 × 10−6, a reduction of nearly two orders of magnitude.

We see then that a wide gap exists in the performance achieved by the two preceding
channel models. Many communication channels combine aspects of these two channels
in that errors occur in bursts. Periods of low error-rate transmission are interspersed
with periods in which clusters of errors occur. The periods of low error rate are similar
to the random bit error model, and the periods of error bursts are similar to the random
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1 0 0 1 0 0

0 1 0 0 0 1

1 0 0 1 0 0

1 1 0 1 1 0

1 0 0 1 1 1

Bottom row consists of
check bit for each column

Last column consists of
check bit for each row

FIGURE 3.63 Two-dimensional parity
check code.

error vector model. The probability of error-detection failure for the single parity check
code will be between those of the two channel models. In general, measurement studies
are required to characterize the statistics of burst occurrence in specific channels.

3.9.2 Two-Dimensional Parity Checks

A simple method to improve the error-detection capability of a single parity check
code is to arrange columns that consist of k information bits followed by a check bit
at the bottom of each column, as shown in Figure 3.63. The right-most bit in each row
is the check bit of the other bits in the row, so in effect the last column is a “check
codeword” over the previous m columns. The resulting encoded matrix of bits satisfies
the pattern that all rows have even parity and all columns have even parity.

If one, two, or three errors occur anywhere in the matrix of bits during transmission,
then at least one row or parity check will fail, as shown in Figure 3.64. However, some
patterns with four errors are not detectable, as shown in the figure.

The two-dimensional code was used in early data link controls where each column
consisted of seven bits and a parity bit and where an overall check character was added
at the end. The two-dimensional parity check code is another example of a linear code.
It has the property that error-detecting capabilities can be identified visually, but it does
not have particularly good performance. Better codes are discussed in a later (optional)
section on linear codes.

1 0 0 1 0 0

0 0 0 0 1

1 0 0 1 0 0

1 1 0 1 1 0

1 0 0 1 1 1

0

One error

1 0 0 1 0 0

0 0 0 0 1

1 0 0 1 0 0

1 0 1 1 0

1 0 0 1 1 1

0

Two errors

0

1 0 0 1 0 0

0 0 0 1

1 0 0 1 0 0

1 0 1 1 0

1 0 0 1 1 1

0

Three errors

1 0 0 1 0 0

0 0 0 1

1 0 0 1 0 0

1 0 1 0

1 0 0 1 1 1

0

Four errors

0

1

0

1

0

Arrows indicate failed check bits

FIGURE 3.64 Detectable and
undetectable error patterns for
two-dimensional code.
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3.9.3 Internet Checksum

Several Internet protocols (e.g., IP, TCP, UDP) use check bits to detect errors. With
IP a checksum is calculated for the contents of the header and included in a special
field. Because the checksum must be recalculated at every router, the algorithm for the
checksum was selected for its ease of implementation in software rather than for the
strength of its error-detecting capabilities.

The algorithm assumes that the header consists of a certain number, say, L , of
16-bit words, b0, b1, b2, . . . , bL−1 plus a checksum bL . These L words correspond to
the “information” in the terminology introduced in the previous sections. The 16-bit
checksum bL corresponds to the parity bits and is calculated as follows:

1. Each 16-bit word is treated as an integer, and the L words are added modulo 216 −1:

x = b0 + b1 + b2 + · · · + bL−1 modulo 216 − 1 (3.46)

2. The checksum then consists of the negative value of x:

bL = −x (3.47)

3. The checksum bL is then inserted in a dedicated field in the header.

The contents of all headers, including the checksum field, must then satisfy the following
pattern:

0 = b0 + b1 + b2 + · · · + bL−1 + bL modulo 216 − 1 (3.48)

Each router can then check for errors in the header by calculating the preceding equation
for each received header.

As an example, suppose we use four-bit words, so we do the checksum using modulo
24 – 1 = 15 arithmetic. The sum of the words 1100 and 1010 is then 12 + 10 = 22,
which in modulo 15 arithmetic is equal to 7. The additive inverse of 7 in modulo 15
arithmetic is 8. Therefore the checksum for 1100 and 1010 is 1000.

Now consider using normal binary addition to do the above calculation. When
we add 1100 and 1010 we obtain 10110. However, 10000 corresponds to 16, which
in modulo arithmetic is equal to 1. Therefore each time there is a carry in the most
significant bit (in this example the fourth bit) we swing the carry bit back to the least
significant bit. Thus in modulo 24 – 1 = 15 arithmetic we obtain 1100 + 1010 = 0111,
which is 7 as expected. The 1s complement of 0111 is 1000, which is 8 as before.

The actual Internet algorithm for calculating the checksum is described in terms of
1s complement arithmetic. In this arithmetic, addition of integers corresponds to modulo
216 – 1 addition, and the negative of the integer corresponding to the 16-bit word b is
found by taking its 1s complement; that is, every 0 is converted to a 1 and vice versa.
This process leads to the peculiar situation where there are two representations for 0,
(0, 0, . . . , 0) and (1, 1, . . . , 1), which in turn results in additional redundancy in the
context of error detection. Given these properties of 1s complement arithmetic, step 1
above then corresponds to simply adding the 16-bit integers b0 + b1 + b2 + · · · + bL−1

using regular 32-bit addition. The modulo 216 − 1 reduction is done by taking the
16 higher-order bits in the sum, shifting them down by 16 positions, and adding them
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unsigned short cksum(unsigned short *addr, int count)
{

/* Compute Internet checksum for "count" bytes
 * beginning at location "addr".
 */

register long sum = 0;
while ( count > 1 ) {

/* This is the inner loop*/
  sum += *addr++;
  count –=2;

}

/* Add left-over byte, if any */
if ( count > 0 )

sum += *addr;

/* Fold 32-bit sum to 16 bits */
while (sum >>16)

sum = (sum & 0xffff) + (sum >> 16);

return ~sum;
}

FIGURE 3.65 C language function for computing
Internet checksum.

back to the sum. Step 2 produces the negative of the resulting sum by taking the 1s
complement. Figure 3.65 shows a C function for calculating the Internet checksum
adapted from [RFC 1071].

3.9.4 Polynomial Codes

We now introduce the class of polynomial codes that are used extensively in error
detection and correction. Polynomial codes are readily implemented using shift-register
circuits and therefore are the most widely implemented error-control codes. Polynomial
codes involve generating check bits in the form of a cyclic redundancy check (CRC).
For this reason they are also known as CRC codes.

In polynomial codes the information symbols, the codewords, and the error vectors
are represented by polynomials with binary coefficients. The k information bits (ik−1,

ik−2, . . . , i1, i0) are used to form the information polynomial of degree k − 1:

i(x) = ik−1xk−1 + ik−2xk−2 + · · · + i1x + i0 (3.49)

The encoding process takes i(x) and produces a codeword polynomial b(x) that
contains the information bits and additional check bits and that satisfies a certain pattern.
To detect errors, the receiver checks to see whether the pattern is satisfied. Before we
explain this process, we need to review polynomial arithmetic.

The polynomial code uses polynomial arithmetic to calculate the codeword cor-
responding to the information polynomial. Figure 3.66 gives examples of polynomial
addition, multiplication, and division using binary coefficients. Note that with binary
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Addition: (x7 � x6 � 1) � (x6 � x5) � x7 � (1 � 1) x6 � x5 � 1 � x7 � x5 � 1

Multiplication: (x � 1)(x2 � x � 1) � x3 � x2 � x � x2 � x � 1 � x3 � 1

Division: x3 � x2 � x  � q(x) Quotient

x3 � x � 1

35 122
3

105

17

x6 � x5

x6 � x4� x3

x5 � x4 � x3

x4 �         x2

x4 �         x2 � x

x � r(x) Remainder

x5 � x3 � x2

Dividend

Divisor

FIGURE 3.66 Polynomial arithmetic.

arithmetic, we have x j + x j = (1 + 1)x j = 0. Therefore in the addition example,
we have x7 + x6 + 1 + x6 + x5 = x7 + x6 + x6 + x5 + 1 = x7 + x5 + 1. In the
multiplication example, we have: (x +1)(x2+x +1) = x(x2+x +1)+1(x2+x +1) =
x3 + x2 + x + x2 + x + 1 = x3 + 1.

The division example is a bit more involved and requires reviewing the Euclidean
Division algorithm.22 When we divide a polynomial p(x) by g(x) our goal is to find
a quotient q(x) and a remainder r(x) so that p(x) = q(x)g(x) + r(x). If this sounds
quite foreign to you, consider the more familiar problem of dividing the integer 122 by
35. As shown in Figure 3.66, the result of longhand division gives a quotient of 3 and
a remainder of 17, and sure enough we find that 122 = 3 × 35 + 17. Now consider the
example in the figure where we divide x6 + x5 by x3 + x + 1:

1. The first term of the quotient is chosen so that when we multiply the given term by
the divisor, x3 + x + 1, the highest power of the resulting polynomial is the same
as the highest power of the dividend, x6 + x5. Clearly the first term of the quotient
needs to be x3.

2. Now multiply the term x3 by the divisor, which gives x3(x3 + x + 1) = x6 + x4 +
x3, and subtract the result from the dividend. However, in modulo-two arithmetic
addition is the same as subtraction, so we add x6 + x4 + x3 to the dividend x6 + x5,
and obtain the interim remainder polynomial x5 + x4 + x3.

3. If the highest power of the interim remainder polynomial is equal or greater than
the highest power of the divisor, then the above two steps are repeated using the
interim remainder polynomial as the new dividend polynomial, and a new quotient
term is computed along with a new interim remainder polynomial. The algorithm
stops when the remainder polynomial has lower power than the divisor polynomial.

It is important to note that when the division is completed the remainder r(x) will
have a degree smaller than the degree of the divisor polynomial. In the example the

22In grade school, the fancy sounding Euclidean Division algorithm was called “longhand division.”
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Steps:

1. Multiply i(x) by xn�k (puts zeros in (n�k) low-order positions).

2. Divide xn�ki(x) by g(x).

xn�ki(x) � g(x) q(x) � r(x)

3. Add remainder r(x) to xn�k i(x)
(puts check bits in the n�k low-order positions).

b(x) � xn�ki(x) � r(x)

Remainder

Transmitted codeword

Quotient

FIGURE 3.67 Encoding
procedure.

divisor polynomial has degree 3, so the division process continues until the remainder
term has degree 2 or less.

A polynomial code is specified by its generator polynomial g(x). Here we assume
that we are dealing with a code in which codewords have n bits, of which k are infor-
mation bits and n − k are check bits. We refer to this type of code as an (n, k) code.
The generator polynomial for such a code has degree n − k and has the form

g(x) = xn−k + gn−k−1xn−k−1 + · · · + g1x + 1 (3.50)

where gn−k−1, gn−k−2, . . . , g1 are binary numbers. An example is shown in Figure 3.68,
that corresponds to a (7,4) code with generator polynomial g(x) = x3 + x + 1.

The calculation of the cyclic redundancy check bits is described in Figure 3.67.
First the information polynomial is multiplied by xn−k .

xn−ki(x) = ik−1xn−1 + ik−2xn−2 + · · · + i1xn−k+1 + i0xn−k (3.51)

If you imagine that the k information bits are in the lower k positions in a register
of length n, the multiplication by xn−k moves the information bits to the k highest-order
positions, since the highest term of i(x) can have degree k − 1. This situation is shown
in the example in Figure 3.68. The information polynomial is i(x) = x3 + x2, so the
first step yields x3i(x) = x6 + x5. After three shifts to the left, the contents of the shift
register are (1,1,0,0,0,0,0).

Step 2 involves dividing xn−ki(x) by g(x) to obtain the remainder r(x). The terms
involved in division are related by the following expression:

xn−ki(x) = g(x)q(x) + r(x) (3.52)

The remainder polynomial r(x) provides the CRCs. In the example in Figure 3.68,
we have x6 + x5 = g(x)(x3 + x2 + x)+ x ; that is, r(x) = x . In the figure we also show
a more compact way of doing the division without explicitly writing the powers of x .



176 CHAPTER 3 Digital Transmission Fundamentals

Generator polynomial: g(x) � x3 � x � 1
Information: (1,1,0,0)      i(x) � x3 � x2

Encoding: x3i(x) � x6 � x5

Transmitted codeword:
b(x) � x6 � x5 � x
b � (1,1,0,0,0,1,0)

x3 � x � 1 x6 � x5

x6 � x4� x3

x5 � x4 � x3

x4 �      x2

x4 �      x2 � x
x

x5 �         x3 � x2

x3 � x2 � x

1011 1100000
1011
1110
1011

1010
1011

010

1110

FIGURE 3.68 Example of
CRC encoding.

The final step in the encoding procedure obtains the binary codeword b(x) by
adding the remainder r(x) from xn−ki(x):

b(x) = xn−ki(x) + r(x). (3.53)

Because the divisor g(x) had degree n − k, the remainder r(x) can have maximum
degree n −k −1 or lower. Therefore r(x) has at most n −k terms. In terms of the previ-
ously introduced register of length n, r(x) will occupy the lower n −k positions. Recall
that the upper k positions were occupied by the information bits. We thus see that this
encoding process introduces a binary polynomial in which the k higher-order terms are
the information bits and in which the n −k lower-order terms are the cyclic redundancy
check bits. In the example in Figure 3.68, the division of x3i(x) by g(x) gives the
remainder polynomial r(x) = x . The codeword polynomial is then x6 + x5 + x , which
corresponds to the binary codeword (1,1,0,0,0,1,0). Note how the first four positions
contain the original four information bits and how the lower three positions contains
the CRC bits.

In Figure 3.66 we showed that in normal division dividing 122 by 35 yields a
quotient of 3 and a remainder of 17. This result implies that 122 = 3(35) + 17. Note
that by subtracting the remainder 17 from both sides, we obtain 122 − 17 = 3(35) so
that 122 − 17 is evenly divisible by 35. Similarly, the codeword polynomial b(x) is
divisible by g(x) because

b(x) = xn−ki(x) + r(x) = g(x)q(x) + r(x) + r(x) = g(x)q(x) (3.54)

where we have used the fact that in modulo 2 arithmetic r(x) + r(x) = 0. Equation (3.54)
implies that all codewords are multiples of the generator polynomial g(x). This is the
pattern that must be checked by the receiver. The receiver can check to see whether
the pattern is satisfied by dividing the received polynomial by g(x). If the remainder is
nonzero, then an error has been detected.

The Euclidean Division algorithm can be implemented using a feedback shift-
register circuit that implements division. The feedback taps in this circuit are deter-
mined by the coefficients of the generator polynomial. Figure 3.69 shows the division
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Reg 0 Reg 1 Reg 2� �

g0 � 1 g1 � 1 g3 � 1

Encoder for g(x) � x3 � x � 1

i(x)

i(x) � x3 � x2

Clock
0
1
2
3
4
5
6
7

Reg 0
0
1
1
0
1
1
1
0

r0 � 0

Reg 1
0
0
1
1
1
0
0
1

r1 � 1

Reg 2
0
0
0
1
1
1
0
0

r2 � 0

Input
-

1 � i3
1 � i2
0 � i1
0 � i0

0
0
0

Check bits:

r(x) � x

FIGURE 3.69 Shift-register circuit for generated polynomial.

circuit for the generated polynomial g(x) = x3 + x + 1. The coefficients of the divi-
dend polynomial are fed into the shift register one coefficient at a time, starting with
the highest order coefficient. In the example, the dividend polynomial is x6 + x5 which
corresponds to the input sequence 1100000, as shown in the input column. The next
three columns in the figure show the states of the registers as the algorithm implements
the same division that was carried out in the previous encoding example. The contents
of the register correspond to the coefficients of the highest terms of the dividend poly-
nomial at any given step in the division algorithm. The rightmost register, Register 2 in
the example, contains the coefficient of the highest power term. Whenever Register 2
contains a “1,” a pattern corresponding to g(x) is fed back into the shift-register circuit.
This corresponds to the step in the division algorithm where the product of the new
quotient term and the divisor g(x) is subtracted from the current dividend. Thus clock
step 3 corresponds to the step where the quotient x3 is calculated in Figure 3.68, and
similarly steps 4 and 5 correspond to the quotient terms x2 and x , respectively. The
final remainder is contained in the registers after the 7 input bits have been shifted into
the circuit.

The same division circuit that was used by the encoder can be used by the receiver
to determine whether the received polynomial is a valid codeword polynomial.

3.9.5 Standardized Polynomial Codes

Table 3.7 gives generator polynomials that have been endorsed in a number of standards.
The CRC-12 and CRC-16 polynomials were introduced as part of the IBM bisync
protocol for controlling errors in a communication line. The CCITT-16 polynomial is
used in the HDLC standard and in XMODEM. The CCITT-32 is used in IEEE 802
LAN standards and in Department of Defense protocols, as well as in the CCITT V.42
modem standard. Finally CRC-8 and CRC-10 have recently been recommended for use
in ATM networks. In the problem section we explore properties and implementations
of these generator polynomials. In the next section we describe the criteria that have
been used in the selection of polynomial codes in international standards.
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TABLE 3.7 Standard generator polynomials.

Name Polynomial Used in

CRC-8 x8 + x2 + x + 1 ATM header error check

CRC-10 x10 + x9 + x5 + x4 + x + 1 ATM AAL CRC

CRC-12 x12 + x11 + x3 + x2 + x + 1 Bisync
= (x + 1)(x11 + x2 + 1)

CRC-16 x16 + x15 + x2 + 1 Bisync
= (x + 1)(x15 + x + 1)

CCITT-16 x16 + x12 + x5 + 1 HDLC, XMODEM, V.41

CCITT-32 x32 + x26 + x23 + x22 + x16 + x12 + x11 + x10 IEEE 802, DoD, V.42, AAL5
+ x8 + x7 + x5 + x4 + x2 + x + 1

3.9.6 Error-Detecting Capability of a Polynomial Code

We now determine the set of channel errors that a polynomial code cannot detect. In
Figure 3.70 we show an additive error model for the polynomial codes. The channel
can be viewed as adding, in modulo 2 arithmetic, an error polynomial, which has 1s
where errors occur, to the input codeword to produce the received polynomial R(x):

R(x) = b(x) + e(x). (3.55)

At the receiver, R(x) is divided by g(x) to obtain the remainder that is defined
as the syndrome polynomial s(x). If s(x) = 0, then R(x) is a valid codeword and is
delivered to the user. If s(x) �= 0, then an alarm is set, alerting the user to the detected
error. Because

R(x) = b(x) + e(x) = g(x)q(x) + e(x) (3.56)

we see that if an error polynomial e(x) is divisible by g(x), then the error pattern will
be undetectable.

The design of a polynomial code for error detection involves first identifying the
error polynomials we want to be able to detect and then synthesizing a generator
polynomial g(x) that will not divide the given error polynomials. Figure 3.71 and
Figure 3.72 show the conditions required of g(x) to detect various classes of error
polynomials.

First consider single errors. The error polynomial is then of the form e(x) = xi .
Because g(x) has at least two nonzero terms, it is easily shown that when multiplied
by any quotient polynomial the product will also have at least two nonzero terms. Thus
single errors cannot be expressed as a multiple of g(x), and hence all single errors are
detectable.

An error polynomial that has double errors will have the form e(x) = xi + x j =
xi (1 + x j−i ) where j > i . From the discussion for single errors, g(x) cannot divide xi .

�

e(x) Error pattern

R(x) (Receiver)(Transmitter) b(x) FIGURE 3.70 Additive error model for
polynomial codes.
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1. Single errors: e(x) � xi  0 � i � n �1
If g(x) has more than one term, it cannot divide e(x).

2. Double errors: e(x) � xi � x j  0 � i � j � n �1
� xi (1� x j�i)

If g(x) is primitive, it will not divide (1� x j�1)
for j � i � 2n�k � 1.

3. Odd number of errors: e(1) � 1    if number of errors is odd.
If g(x) has (x � 1) as a factor, then g(1) � 0 and all
codewords have an even number of 1s. 

FIGURE 3.71 Generator
polynomials for detecting
errors—part 1.

Thus e(x) will be divisible by g(x) only if g(x) divides (1 + x j−i ). Since i can assume
values from 0 to n − 2, we are interested in having 1 + xm not be divisible by g(x)

for m assuming values from 1 to the maximum possible codeword length for which
the polynomial will be used. The class of primitive polynomials has the property that if
a polynomial has degree N , then the smallest value of m for which 1+xm is divisible by
the polynomial is 2N −1 [Lin 1983]. Thus if g(x) is selected to be a primitive polynomial
with degree N = n−k, then it will detect all double errors as long as the total codeword
length does not exceed 2n−k − 1. Several of the generator polynomials used in practice
are of the form g(x) = (1+x)p(x) where p(x) is a primitive polynomial. For example,
the CRC-16 polynomial is g(x) = (1 + x)(x15 + x + 1) where p(x) = x15 + x + 1
is a primitive polynomial. Thus this g(x) will detect all double errors as long as the
codeword length does not exceed 215 − 1 = 32,767.

Now suppose that we are interested in being able to detect all odd numbers of er-
rors. If we can ensure that all code polynomials have an even number of 1s, then we will
achieve this error-detection capability. If we evaluate the codeword polynomial b(x) at
x = 1, we then obtain the sum of the binary coefficients of b(x). If b(1) = 0 for all code-
word polynomials, then x + 1 must be a factor of all b(x) and hence g(x) must contain
x + 1 as a factor. For this reason g(x) is usually chosen so that it has x + 1 as a factor.

Finally consider the detection of a burst of errors of length L . As shown in Fig-
ure 3.72, the error polynomial has the form xi d(x). If the error burst involves L consec-
utive bits, then the degree of d(x) is L −1. Reasoning as before, e(x) will be a multiple

4. Errors bursts of length b:

e(x) � xi d(x) where deg(d(x)) � L � 1
g(x) has degree n � k;
g(x) cannot divide d(x) if deg(g(x)) � deg(d(x))

• L � (n � k) or less: all will be detected
• L � (n � k � 1): deg(d(x)) � deg(g(x))

i.e. d(x) � g(x) is the only undetectable error pattern,
fraction of bursts that are undetectable � 1�2L�2

• L � (n � k � 1): fraction of bursts that are undetectable
� 1�2n�k

L

ith
position

0000 110 … 00011011 00 … 0
Error pattern d(x)

FIGURE 3.72 Generator
polynomials for detecting
errors—part 2.
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of g(x) only if d(x) is divisible by g(x). Now if the degree of d(x) is less than that of
g(x), then it will not be possible to divide d(x) by g(x). We conclude that if g(x) has
degree n − k, then all bursts of length n − k or less will be detected.

If the burst error has length L = n − k + 1, that is, degree of d(x) = degree of
g(x), then d(x) is divisible by g(x) only if d(x) = g(x). From Figure 3.72 d(x) must
have 1 in its lowest-order term and in its highest-order term, so it matches g(x) in these
two coefficients. For d(x) to equal g(x), it must also match g(x) in the n − k − 1
coefficients that are between the lowest- and highest-order terms. Only one of the
2n−k−1 such patterns will match g(x). Therefore, the proportion of bursts of length
L = n − k + 1 that is undetectable is 1/2n−k−1. Finally, it can be shown that in the case
of L > n − k + 1 the fraction of bursts that is undetectable is 1/2n−k .

◆ 3.9.7 Linear Codes23

We now introduce the class of linear codes that are used extensively for error detection
and correction. A binary linear code is specified by two parameters: k and n. The
linear code takes groups of k information bits, b1, b2, . . . , bk , and produces a binary
codeword b that consists of n bits, b1, b2, . . . , bn . As an example consider the (7,4)
linear Hamming code in which the first four bits of the codeword b consist of the
four information bits b1, b2, b3, and b4 and the three check bits b5, b6, and b7 are
given by

b5 = b1 + b3 + b4

b6 = b1 + b2 + b4

b7 = + b2 + b3 + b4

(3.57)

We have arranged the preceding equations so that it is clear which information bits
are being checked by which check bits, that is, b5 checks information bits b1, b3, and
b4. These equations allow us to determine the codeword for any block of information
bits. For example, if the four information bits are (0, 1, 1, 0), then the codeword is
given by (0, 1, 1, 0, 0 + 1 + 0, 0 + 1 + 0, 0 + 1 + 0, 1 + 1 + 0) = (0, 1, 1, 0, 1, 1, 0).
Table 3.8 shows the set of 16 codewords that are assigned to the 16 possible information
blocks.

In general, the n − k check bits of a linear code bk+1, . . . , bn , are determined by
n − k linear equations:24

bk+1 = a11b1 + a12b2 + · · · + a1kbk

bk+2 = a21b1 + a22b2 + · · · + a2kbk
...

bn = a(n−k)1b1 + a(n−k)2b2 + · · · + a(n−k)kbk

(3.58)

23Section titles preceded by ◆ provide additional details and are not essential for subsequent sections.
24We require the set of linear equations to be linearly independent; that is, no equation can be written as a
linear combination of the other equations.
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TABLE 3.8 Hamming (7,4) code.

Information Codeword Weight

b1 b2 b3 b4 b1 b2 b3 b4 b5 b6 b7 w(b)

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 1 1 1 4
0 0 1 0 0 0 1 0 1 0 1 3
0 0 1 1 0 0 1 1 0 1 0 3
0 1 0 0 0 1 0 0 0 1 1 3
0 1 0 1 0 1 0 1 1 0 0 3
0 1 1 0 0 1 1 0 1 1 0 4
0 1 1 1 0 1 1 1 0 0 1 4
1 0 0 0 1 0 0 0 1 1 0 3
1 0 0 1 1 0 0 1 0 0 1 3
1 0 1 0 1 0 1 0 0 1 1 4
1 0 1 1 1 0 1 1 1 0 0 4
1 1 0 0 1 1 0 0 1 0 1 4
1 1 0 1 1 1 0 1 0 1 0 4
1 1 1 0 1 1 1 0 0 0 0 3
1 1 1 1 1 1 1 1 1 1 1 7

The coefficients in the preceding equations are binary numbers, and the addition
is modulo 2. We say that bk+ j checks the information bit bi if a ji is 1. Therefore
bk+ j is given by the modulo 2 sum of the information bits that it checks, and thus the
redundancy in general linear codes is determined by parity check sums on subsets of
the information bits. Note that when all of the information bits are 0, then all of the
check bits will be 0. Thus the n-tuple 0 with all zeros is always one of the codewords
of a linear code. Many linear codes can be defined by selecting different coefficients
[a ji ]. Coding such as those listed at the back of the chapter contain catalogs of
good codes that can be selected for various applications.

In linear codes the redundancy is provided by the n − k check bits. Thus if the
transmission channel has a bit rate of R bits/seconds, then k of every n transmitted bits
are information bits, so the rate at which user information flows through the channel is
Rinfo = (k/n)R bits/second.

Linear codes provide a very simple method for detecting errors. Before considering
the general case, we illustrate the method using the Hamming code (Table 3.8). Suppose
that in Equation (3.58) we add b5 to both sides of the first equation, b6 to both sides of
the second equation, and b7 to both sides of the third equation. We then obtain

0 = b5 + b5 = b1 + b3 + b4 + b5

0 = b6 + b6 = b1 + b2 + b4 + b6 (3.59)
0 = b7 + b7 = +b2 + b3 + b4 + b7

where we have used the fact that in modulo 2 arithmetic any number plus itself is
always zero. The preceding equations state the conditions that must be satisfied by
every codeword. Thus if r = (r1, r2, r3, r4, r5, r6, r7) is the output of the transmission
channel, then r is a codeword only if its components satisfy these equations. If we
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write the equations in matrix form, we obtain a more compact representation for the
conditions that all codewords must meet.


0

0
0


 =


1011100

1101010
0111001







b1

b2

b3

b4

b5

b6

b7




= Hbt = 0 (3.60)

The matrix H is defined as the 3 × 7 matrix and bt is the codeword arranged as a column
vector. (Above we had previously defined b as row vector.)

By following the same procedure we have used in this example, we find that the
condition or pattern that all codewords in a linear code must meet is given by the
matrix equation:

Hb′ = 0 (3.61)

where 0 is a column vector with n − k components all equal to zero, bt is the code-
word arranged as a column vector, and check matrix H has dimension n − k rows by
n columns and is given by

H =




a11 a12 . . . a1k 10 . . . 0
a21 a22 . . . a2k 01 . . . 0

...
. . .

a(n−k)1 a(n−k)2 . . . a(n−k)k 00 . . . 1


 (3.62)

Errors introduced in a binary channel can be modeled by the additive process shown
in Figure 3.73a. The output of the binary channel can be viewed as the modulo 2 addition
of an error bit e to the binary input b. If the error bit equals 0, then the output of the
channel will correspond to the input of the channel and no transmission error occurs; if
the error bit equals 1, then the output will differ from the input and a transmission error
occurs. Now consider the effect of the binary channel on a transmitted codeword. As
shown in Figure 3.73b, the channel can be viewed as having a vector input that consists

�

e Error pattern

r (Receiver)(Transmitter) b

�

e Error pattern

r (Receiver)(Transmitter) b

(a) Single bit input

(b) Vector input

FIGURE 3.73 Additive error channel.
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of the n bits that correspond to the codeword. The output of the channel r is given by
the modulo 2 sum of the codeword b and an error vector e that has 1s in the components
where an error occurs and 0s elsewhere:

r = b + e (3.63)

The error-detection system that uses a linear code checks the output of a binary
channel r to see whether r is a valid codeword. The system does this by checking to
see whether r satisfies Equation (3.61). The result of this calculation is an (n − k) × 1
column vector called the syndrome:

s = Hr (3.64)

If s = 0, then r is a valid codeword; therefore, the system assumes that no errors
have occurred and delivers r to the user. If s �= 0, then r is not a valid codeword
and the error-detection system sets an alarm indicating that errors have occurred in
transmission. In an ARQ system a retransmission is requested in response to the alarm.
In an FEC system the alarm would initiate a processing based on the syndrome that
would attempt to identify which bits were in error and then proceed to correct them.

The error-detection system fails when s = 0 but the output of the channel is not
equal to the input of the channel; that is, e is nonzero. In terms of Equation (3.64) we
have

0 = s = Hr = H(b + e) = Hb + He = 0 + He = He (3.65)

where the fourth equality results from the linearity property of matrix multiplication
and the fifth equality uses Equation (3.61). The equality He = 0 implies that when
s = 0 the error pattern e satisfies Equation (3.61) and hence must be a codeword. This
implies that error detection using linear codes fails when the error vector is a codeword
that transforms the input codeword b into a different codeword r = b + e. Thus the set
of all undetectable error vectors is the set of all nonzero codewords, and the probability
of detection failure is the probability that the error vector equals any of the nonzero
codewords.

In Figure 3.74 we show an example of the syndrome calculation using the (7,4)
Hamming code for error vectors that contain single, double, and triple errors. We see
from the example that if a single error occurred in the j th position, then the syndrome
will be equal to the j th column of the H matrix. Since all the columns of H are nonzero,
it follows that the syndrome will always be nonzero when the error vector contains a
single error. Thus all single errors are detectable. The second example shows that if the
error vector contains an error in location i and an error in location j , then the syndrome
is equal to the sum of the i th and j th columns of H. We note that for the Hamming (7,4)
code all columns are distinct. Thus the syndrome will be nonzero, and all error vectors
with two errors are detectable. The third example shows an error vector that contains
three errors. The syndrome for this particular error vector is zero. In conclusion, we
find that this Hamming code can detect all single and double errors but fails to detect
some triple errors.
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FIGURE 3.74 Syndrome calculation.

The general class of Hamming codes can be defined with H matrices that satisfy
the properties identified in the preceding example.25 Note that in the Hamming (7,4)
code each of the 23 − 1 possible nonzero binary triplets appears once and only once
as a column of the H matrix. This condition enables the code to detect all single and
double errors. Let m be an integer greater than or equal to 2. We can then construct
an H matrix that has as its columns the 2m − 1 possible nonzero binary m-tuples. This
H matrix corresponds to a linear code with codewords of length n = 2m − 1 and with
n −k = m check bits. All codes that have this H matrix are called Hamming codes, and
they are all capable of detecting all error vectors that have single and double errors.
In the examples we have been using the m = 3 Hamming code. It is interesting to note
that the Hamming codes can be implemented using polynomial circuits of the type
discussed earlier in this section.

PERFORMANCE OF LINEAR CODES
In Figure 3.62 we showed qualitatively that we can minimize the probability of error-
detection failure by spacing codewords apart in the sense that it is unlikely for errors
to convert one codeword into another. In this section we show that the error-detection
performance of a code is determined by the distances between codewords.

25The codes are named after their inventor Richard Hamming, who also pioneered many of the first concepts
of linear codes.
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The Hamming distance d(b1, b2) between the binary vectors b1 and b2 is defined
as the number of components in which they differ. Thus the Hamming distance between
two vectors increases as the number of bits in which they differ increases. Consider
the modulo 2 sum of two binary n-tuples b1 + b2. The components of this sum will
equal one when the corresponding components in b1 and b2 differ, and they will be
zero otherwise. Clearly, this result is equal to the number of 1s in b1 + b2, so

d(b1, b2) = w(b1 + b2) (3.66)

where w is the weight function introduced earlier. The extent to which error vectors with
few errors are more likely than error vectors with many errors suggests that we should
design linear codes that have codewords that are far apart in the sense of Hamming
distance.

Define the minimum distance dmin of a code as follows:

dmin = distance between two closest distinct codewords (3.67)

For any given linear code, the pair of closest codewords is the most vulnerable
to transmission error, so dmin can be used as a worst-case type of measure. From
Equation (3.65) we have that if b1 and b2 are codewords, then b1 + b2 is also a codeword.
To find dmin, we need to find the pair of distinct codewords b1 and b2 that minimize
d(b1, b2). By Equation (3.66), this is equivalent to finding the nonzero codeword with
the smallest weight. Thus

dmin = weight of the nonzero codeword with the smallest number of 1s (3.68)

From Table 3.8 above, we see the Hamming (7,4) code has dmin = 3.
If we start changing the bits in a codeword one at a time until another codeword

is obtained, then we will need to change at least dmin bits before we obtain another
codeword. This situation implies that all error vectors with dmin − 1 or fewer errors are
detectable. We say that a code is t-error detecting if dmin ≥ t + 1.

Finally, let us consider the probability of error-detection failure for a general linear
code. In the case of the random error vector channel model, all 2n possible error patterns
are equally probable. A linear (n, k) code fails to detect only the 2k − 1 error vectors
that correspond to nonzero codewords. We can state then that the probability of error-
detection failure for the random error vector channel model is (2k − 1)/2n ≈ 1/2n−k .
Furthermore, we can decrease the probability of detection failure by increasing the
number of parity bits n − k.

Consider now the random bit error channel model. The probability of detection
failure is given by

P[detection failure] = P[e is a nonzero codeword]

=
∑

nonzero codewords b

(1 − p)n−w(b) pw(b)

=
dmax∑

w=dmin

Nw(1 − p)n−w pw

≈ Ndmin pdmin for p � 1 (3.69)
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The second summation adds the probability of all nonzero codewords. The third
summation combines all codewords of the same weight, so Nw is the total number
of codewords that have weight w. The approximation results from the fact that the
summation is dominated by the leading term when p is very small.

Consider the (7,4) Hamming code as an example once again. For the random
error vector model, the probability of error-detection failure is 1/23 = 1/8. On the
other hand, for the random bit error channel the probability of error-detection failure is
approximately 7p3, since dmin = 3 and seven codewords have this weight. If p = 10−4,
then the probability of error-detection failure is 7×10−12. Compared to the single parity
check code, the Hamming code yields a tremendous improvement in error-detection
capability.

◆ 3.9.8 Error Correction

In FEC the detection of transmission errors is followed by processing to determine
the most likely error locations. Assume that an error has been detected so s �= 0.
Equation (3.70) describes how an FEC system attempts to carry out the correction.

s = Hr = H(b + e) = Hb + He = 0 + He = He. (3.70)

The receiver uses Equation (3.70) to calculate the syndrome and then to diagnose the
most likely error pattern. If H were an invertible matrix, then we could readily find the
error vector from e = H−1s. Unfortunately, H is not invertible. Equation (3.70) consists
of n − k equations in n unknowns, e1, e2, . . . , en . Because we have fewer equations
than unknowns, the system is underdetermined and Equation (3.70) has more than one
solution. In fact, it can be shown that 2k binary n-tuples satisfy Equation (3.70). Thus for
any given nonzero s, Equation (3.70) allows us to identify the 2k possible error vectors
that could have produced s. The error-correction system cannot proceed unless it has
information about the probabilities with which different error patterns can occur. The
error-correction system uses such information to identify the most likely error pattern
from the set of possible error patterns.

We provide a simple example to show how error correction is carried out. Sup-
pose we are using the Hamming (7,4) code. Assume that the received vector is r =
(0,0,1,0,0,0,1). The syndrome calculation gives s = (1,0,0)t . Because the fifth column
of H is (1,0,0), one of the error vectors that gives this syndrome is (0,0,0,0,1,0,0). Note
from Equation 3.70 that if we add a codeword to this error vector, we obtain another
vector that gives the syndrome (1,0,0)t . The 2k = 16 possible error vectors are obtained
by adding the 16 codewords to (0,0,0,0,1,0,0) and are listed in Table 3.9. The error-
correction system must now select the error vector in this set that is most likely to have
been introduced by the channel. Almost all error-correction systems simply select the
error vector with the smallest number of 1s. Note that this error vector also corresponds
to the most likely error vector for the random bit error channel model. For this example
the error-correction system selects e = (0,0,0,0,1,0,0) and then outputs the codeword
r + e = (0,0,1,0,1,0,1) from which the user extracts the information bits, 0010. Algo-
rithms have been developed that allow the calculation of the most likely error vector
from the syndrome. Alternatively, the calculations can be carried out once, and then a
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TABLE 3.9 Error vectors corresponding to syndrome (1, 0, 0)t .

Error vectors Weight

e1 e2 e3 e4 e5 e6 e7 w(e)
0 0 0 0 1 0 0 1
0 0 0 1 0 1 1 3
0 0 1 0 0 0 1 2
0 0 1 1 1 1 0 4
0 1 0 0 1 1 1 4
0 1 0 1 0 0 0 2
0 1 1 0 0 1 0 3
0 1 1 1 1 0 1 5
1 0 0 0 0 1 0 2
1 0 0 1 1 0 1 4
1 0 1 0 1 1 1 5
1 0 1 1 0 0 0 3
1 1 0 0 0 0 1 3
1 1 0 1 1 1 0 5
1 1 1 0 1 0 0 4
1 1 1 1 0 1 1 6

table can be set up that contains the error vector that is to be used for correction for
each possible syndrome. The error-correction system then carries out a table lookup
each time a nonzero syndrome is found.

The error-correction system is forced to select only one error vector out of the 2k

possible error vectors that could have produced the given syndrome. Thus the error-
correction system will successfully recover the transmitted codeword only if the error
vector is the most likely error vector in the set. When the error vector is one of the
other 2k−1 possible error vectors, the error-correction system will perform corrections
in the wrong locations and actually introduce more errors! In the preceding example,
assuming a random bit error channel model, the probability of the most likely error
vector is p(1 − p)6 ≈ p for the error vector of weight 1; the probability of the other
error vectors is approximately 3p2(1 − p)5 for the three error vectors of weight 2 and
where we have neglected the remainder of the error patterns. Thus when the error-
correction system detects an error the system’s attempt to correct the error fails with
probability

3p2(1 − p)5

p(1 − p)6 + 3p2(1 − p)5
≈ 3p (3.71)

Figure 3.75 summarizes the four outcomes that can arise from the error-correction
process. We begin with the error vector that is revealed through its syndrome. If s = 0,
then the received vector r is accepted as correct and delivered to the user. Two outcomes
lead to s = 0: the first corresponds to when no errors occur in transmission and has
probability (1 − p)7 ≈ 1 − 7p; the second corresponds to when the error vector is
undetectable and has probability 7p3. If s �= 0, the system attempts to perform error
correction. This situation occurs with probability 1− P[s = 0] = 1−{1−7p+7p3} ≈
7p. Two further outcomes are possible in the s �= 0 case: the third outcome is when the
error vector is correctable and has conditional probability (1 − 3p); the fourth is when
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FIGURE 3.75 Summary of
error-correction process outcomes.

the error vector is not correctable and has conditional probability 3p. From the figure we
see that the probability that the error-correction system fails to correct an error pattern
is 21p2. To summarize, the first and third outcomes yield correct user information. The
second and fourth outcomes result in the delivery of incorrect information to the user.
Through this example we have demonstrated the analysis required to determine the
effectiveness of any error-correction system.

EXAMPLE Performance Improvement of Hamming Code

Suppose that the (7,4) code is used in a channel that has a bit error rate of p = 10−3. The
probability that the decoder fails to correct an error pattern is then 21p2 = 21 × 10−6,
which is a reduction in bit error rate of two orders of magnitude from the original bit
error rate of 10−3.

Now suppose that the code is used in a “relatively” clean optical transmission sys-
tem, for example, p = 10−12, then the probability of incorrect decoding is 2.1×10−23.
If the transmission speed is 1 Gbps, then this corresponds to a decoding error occurring
roughly every 1.5 million years! In other words, the optical digital transmission system
can be made error free as long as the error-producing mechanism can be modeled by
independent bit errors.

The minimum distance of a code is useful in specifying its error-correcting capa-
bility. In Figure 3.76 we consider a code with dmin = 5, and we show two codewords
that are separated by the minimum distance. If we start by changing the bits in b1, one
bit at a time until we obtain b2, we find four n-tuples between the two codewords. We
can imagine drawing a sphere of radius 2 around each codeword. The sphere around
b1 will contain two of the n-tuples, and the sphere around b2 will contain the other
n-tuples.

Note that because all pairs of codewords are separated by at least distance dmin,
we can draw a sphere of radius 2 around every single codeword, and these spheres
will all be nonoverlapping. This geometrical view gives us another way of looking at
error correction. We can imagine that the error-correction system takes the vector r and
looks up which sphere it belongs to; the system then generates the codeword that is
at the center of the sphere. Note that if the error vector introduced by the channel has
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Set of all n-tuples
within distance t

Set of all n-tuples
within distance t

b1 o o o o b2

t � 2

FIGURE 3.76 Partitioning of n-tuples into disjoint spheres: If
dmin = 2t + 1, nonoverlapping spheres of radius t can be drawn
around each codeword.

two or fewer errors, then the error-correction system will always produce the correct
codeword. Conversely, if the number of errors is more than two, the error-correction
system will produce an incorrect codeword.

The discussion of Figure 3.76 can be generalized as follows. Given a linear code
with dmin ≥ 2t + 1, it is possible to draw nonoverlapping spheres of radius t around
all the codewords. Hence the error-correction system is guaranteed to operate correctly
whenever the number of errors is smaller than t . For this reason we say that a code is
t-error correcting if dmin ≥ 2t + 1.

The Hamming codes introduced above all have dmin = 3. Consequently, all
Hamming codes are single-error correcting. The Hamming codes use m = n − k bits
of redundancy and are capable of correcting single errors. An interesting question is,
if we use n − k = 2m bits in a code of length n = 2m − 1, can we correct all double
errors? Similarly, if we use n − k = 3m, can we correct triple errors? The answer is yes
in some cases and leads to the classes of BCH and Reed-Solomon codes [Lin 1983].

In this we have presented only linear codes that operate on non-overlapping
blocks of information. These block codes include the classes of Hamming codes, BCH
codes, and Reed-Solomon codes that have been studied extensively and are in wide
use. These codes provide a range of choice in terms of n, k, and dmin that allows
a system designer to select a code for a given application. Convolutional codes are
another important class of error-correcting codes. These codes operate on overlapping
blocks of information and are also in wide use. [Lin 1983] provides an introduction to
convolutional codes.

Finally, we consider the problem of error correction in channels that introduce
bursts of errors. The codes discussed up to this point correct error vectors that contain
(dmin − 1)/2 or fewer errors. These codes can be used in channels with burst errors if
combined with the following interleaving method. The user information is encoded
using the given linear code, and the codewords are written as columns in an array as
shown in Figure 3.77. The array is transmitted over the communication channels row
by row. The interleaver depth L is selected so that the errors associated with a burst
are distributed over many codewords. The error-correction system will be effective if
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FIGURE 3.77 Interleaving.

the number of errors in each codeword is within its error-correcting capability. For
example, if the linear code can correct up to two errors, then interleaving makes it
possible to correct any burst of length less than 2L .

SUMMARY

Binary information, “bits,” are at the heart of modern communications. All information
can be represented as blocks or streams of bits. Modern communication networks are
designed to carry bits and therefore can handle any type of information.

We began this chapter with a discussion of the basic properties of common types
of information such as text, image, voice, audio, and video. We discussed how analog
signals can be converted into sequences of binary information. We also discussed the
amount of information that is required to represent them in terms of bits or bits/second.

We described the difference between digital and analog communication and ex-
plained why digital communication has prevailed. We then considered the design of
digital transmission systems. The characterization of communication channels in terms
of their response to sinusoidal signals and to pulse signals was introduced. The notion
of bandwidth of a channel was also introduced.

We first considered baseband digital transmission systems. We showed how the
bandwidth of a channel determines the maximum rate at which pulses can be transmitted
with zero intersymbol interference. This is the Nyquist signaling rate. We then showed
the effect of SNR on the reliability of transmissions and developed the notion of channel
capacity as the maximum reliable transmission rate that can be achieved over a channel.

Next we explained how modems use sinusoidal signals to transmit binary informa-
tion over bandpass channels. The notion of a signal constellation was introduced and
used to explain the operation of telephone modem standards.
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The properties of different types of transmission media were discussed next. We
first considered twisted-pair cable, coaxial cable, and optical fiber, which are used in
“wired” transmission. We then discussed radio and infrared light, which are used in
wireless transmission. Important physical layer standards were used as examples where
the various types of media are used.

Finally, we presented coding techniques that are used in error control. Basic error-
detection schemes that are used in many network standards were introduced first. An
optional section then discussed error-correction schemes that are used when a return
channel is not available.

CHECKLIST OF IMPORTANT TERMS

amplitude-response function
amplitude shift keying (ASK)
analog signal
asymmetric digital subscriber

line (ADSL)
attenuation
bandwidth of a channel
bandwidth of a signal
baseband transmission
◆ binary linear code
bipolar encoding
bit rate
burst error
cable modem
channel
channel capacity
check bit
◆ check matrix
checksum
coaxial cable
codeword
cyclic redundancy check (CRC)
delay
differential encoding
differential Manchester encoding
digital transmission
equalizer
error control
error detection
forward error correction (FEC)
frequency shift keying (FSK)
generator polynomial
◆ Hamming codes

◆ Hamming distance
impulse response
information polynomial
◆ interleaving
line coding
Manchester encoding
◆ minimum distance
modem
multilevel transmission
multimode fiber
nonreturn-to-zero (NRZ) encoding
NRZ inverted
Nyquist sampling rate
Nyquist signaling rate
optical amplifier
optical fiber
phase shift keying (PSK)
polar NRZ encoding
polynomial code
pulse code modulation (PCM)
quadrature amplitude modulation (QAM)
quantizer
quantizer error
quantizer signal-to-noise ratio
random bit error model
random error vector model
redundancy
regenerator
repeater
signal constellation
signal-to-noise ratio (SNR)
single parity check code
single-mode fiber
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spectrum
◆ syndrome
syndrome polynomial
◆ t-error detecting
transmission error
transmission medium

twisted-pair cable
uniform quantizer
unshielded twisted pair (UTP)
wavelength
wavelength-division multiplexing (WDM)
weight
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PROBLEMS

3.1. Suppose the size of an uncompressed text file is 1 megabyte.
(a) How long does it take to download the file over a 32 kilobit/second modem?
(b) How long does it take to download the file over a 1 megabit/second modem?
(c) Suppose data compression is applied to the text file. How much do the transmission

times in parts (a) and (b) change?

3.2. A scanner has a resolution of 600 × 600 pixels/square inch. How many bits are produced
by an 8-inch × 10-inch image if scanning uses 8 bits/pixel? 24 bits/pixel?

3.3. Suppose a computer monitor has a screen resolution of 1200×800 pixels. How many bits
are required if each pixel uses 256 colors? 65,536 colors?
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3.4. Explain the difference between facsimile, GIF, and JPEG coding. Give an example of an
image that is appropriate to each of these three methods.

3.5. A digital transmission system has a bit rate of 45 megabits/second. How many PCM voice
calls can be carried by the system?

3.6. Suppose a storage device has a capacity of 1 gigabyte. How many 1-minute songs can the
device hold using conventional CD format? using MP3 coding?

3.7. How many high-quality audio channels can be transmitted using an HDTV channel?

3.8. How many HDTV channels can be transmitted simultaneously over the optical fiber trans-
mission systems in Table 3.3?

3.9. Comment on the properties of the sequence of frame images and the associated bit rates
in the following examples:
(a) A children’s cartoon program.
(b) A music video.
(c) A tennis game; a basketball game.
(d) A documentary on famous paintings.

3.10. Suppose that at a given time of the day, in a city with a population of 1 million, 1 percent
of the people are on the phone.
(a) What is the total bit rate generated by all these people if each voice call is encoded

using PCM?
(b) What is the total bit rate if all of the telephones are replaced by H.261 videoconfer-

encing terminals?

3.11. Consider an analog repeater system in which the signal has power σ 2
x and each stage adds

noise with power σ 2
n . For simplicity assume that each repeater recovers the original signal

without distortion but that the noise accumulates. Find the SNR after n repeater links.
Write the expression in decibels: SNR dB = 10 log10SNR.

3.12. Suppose that a link between two telephone offices has 50 repeaters. Suppose that the
probability that a repeater fails during a year is 0.01 and that repeaters fail independently
of each other.
(a) What is the probability that the link does not fail at all during one year?
(b) Repeat (a) with 10 repeaters; with 1 repeater.

3.13. Suppose that a signal has twice the power as a noise signal that is added to it. Find the
SNR in decibels. Repeat if the signal has 10 times the noise power? 2n times the noise
power? 10k times the noise power?

3.14. A way of visualizing the Nyquist theorem is in terms or periodic sampling of the second
hand of a clock that makes one revolution around the clock every 60 seconds. The Nyquist
sampling rate here should correspond to two samples per cycle, that is, sampling should
be done at least every 30 seconds.
(a) Suppose we begin sampling when the second hand is at 12 o’clock and that we sample

the clock every 15 seconds. Draw the sequence of observations that result. Does the
second hand appear to move forward?
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(b) Now suppose we sample every 30 seconds. Does the second hand appear to move
forward or backward? What if we sample every 29 seconds?

(c) Explain why a sinusoid should be sampled at a little more than twice its frequency.
(d) Now suppose that we sample every 45 seconds. What is the sequence of observations

of the second hand?
(e) Motion pictures are made by taking a photograph 24 times a second. Use part (c) to

explain why car wheels in movies often appear to spin backward while the cars are
moving forward!

3.15. “Software radios” are devices that can demodulate and decode any radio signal regardless
of format or standard. The basic idea in software radio is to immediately convert the
transmitted radio signal into digital form so that digital signal processing software can
be used to do the particular required processing. Suppose that a software radio is to de-
modulate FM radio and television. What sampling rate is required in the A/D conversion?
The transmission bandwidth of FM radio is 200 kHz, and the transmission bandwidth of
television is 6 MHz.

3.16. An AM radio signal has the form x(t) = m(t) cos(2π fct), where m(t) is a low-pass signal
with bandwidth W Hz. Suppose that x(t) is sampled at a rate of 2W samples/second. Sketch
the spectrum of the sampled sequence. Under which conditions can m(t) be recovered
from the sampled sequence? Hint: See Appendix 3C.

3.17. A black-and-white image consists of a variation in intensity over the plane.
(a) By using an analogy to time signals, explain spatial frequency in the horizontal di-

rection; in the vertical spatial direction. Hint: Consider bands of alternating black and
white bands. Do you think there is a Nyquist sampling theorem for images?

(b) Now consider a circle and select a large even number N of equally spaced points
around the perimeter of the circle. Draw a line from each point to the center and color
alternating regions black and white. What are the spatial frequencies in the vicinity
of the center of the circle?

3.18. A high-quality speech signal has a bandwidth of 8 kHz.
(a) Suppose that the speech signal is to be quantized and then transmitted over a

28.8 kbps modem. What is the SNR of the received speech signal?
(b) Suppose that instead a 64 kbps modem is used? What is the SNR of the received

speech signal?
(c) What modem speed is needed if we require an SNR of 40 dB?

3.19. An analog television signal is a low-pass signal with a bandwidth of 4 MHz. What bit rate
is required if we quantize the signal and require an SNR of 60 dB?

3.20. An audio digitizing utility in a PC samples an input signal at a rate of 44 kHz and
16 bits/sample. How big a file is required to record 20 seconds?

3.21. Suppose that a signal has amplitudes uniformly distributed between −V and V .
(a) What is the SNR for a uniform quantizer that is designed specifically for this source?
(b) Suppose that the quantizer design underestimates the dynamic range by a factor of 2;

that is, the actual dynamic range is −2V to 2V . Plot the quantization error versus
signal amplitude for this case. What is the SNR of the quantizer?
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3.22. A telephone office line card is designed to handle modem signals of the form x(t) =
A cos(2π fct + φ(t)). These signals are to be digitized to yield an SNR of 40 dB using a
uniform quantizer. Due to variations in the length of lines and other factors, the value of
A varies by up to a factor of 100.
(a) How many levels must the quantizer have to produce the desired SNR?
(b) Explain how an adaptive quantizer might be used to address this problem.

3.23. The basic idea in companding is to obtain robustness with respect to variations in signal
level by using small quantizer intervals for small signal values and larger intervals for
larger signal values. Consider an eight-level quantizer in which the inner four intervals
are � wide and the outer four intervals are 2� wide. Suppose the quantizer covers the
range −1 to 1. Find the SNR if the input signal is uniformly distributed between −V and
V for 1/2 < V < 1. Compare to the SNR of a uniform quantizer.

3.24. Suppose that a speech signal is A/D and D/A converted four times in traversing a telephone
network that contains analog and digital switches. What is the SNR of the speech signal
after the fourth D/A conversion?

3.25. A square periodic signal is represented as the following sum of sinusoids:

g(t) = 2

π

∞∑
k=0

(−1)k

2k + 1
cos(2k + 1)π t

(a) Suppose that the signal is applied to an ideal low-pass filter with bandwidth 15 Hz.
Plot the output from the low-pass filter and compare to the original signal. Repeat for
5 Hz; for 3 Hz. What happens as W increases?

(b) Suppose that the signal is applied to a bandpass filter that passes frequencies from 5
to 9 Hz. Plot the output from the filter and compare to the original signal.

3.26. Suppose that the 8 kbps periodic signal in Figure 3.25 is transmitted over a system that
has an attenuation function equal to 1 for all frequencies and a phase function that is equal
to −90◦ for all frequencies. Plot the signal that comes out of this system. Does it differ in
shape from the input signal?

3.27. A 10 kHz baseband channel is used by a digital transmission system. Ideal pulses are sent
at the Nyquist rate, and the pulses can take 16 levels. What is the bit rate of the system?

3.28. Suppose a baseband transmission system is constrained to a maximum signal level of
±1 volt and that the additive noise that appears in the receiver is uniformly distributed
between [−1/15, 1/15]. How many levels of pulses can this transmission system use
before the noise starts introducing errors?

3.29. What is the maximum reliable bit rate possible over a telephone channel with the following
parameters:
(a) W = 2.4 kHz SNR = 20 dB
(b) W = 2.4 kHz SNR = 40 dB
(c) W = 3.0 kHz SNR = 20 dB
(d) W = 3.0 kHz SNR = 40 dB
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3.30. Suppose we wish to transmit at a rate of 64 kbps over a 3 kHz telephone channel. What
is the minimum SNR required to accomplish this?

3.31. Suppose that a low-pass communications system has a 1 MHz bandwidth. What bit rate is
attainable using 8-level pulses? What is the Shannon capacity of this channel if the SNR
is 20 dB? 40 dB?

3.32. Most digital transmission systems are “self-clocking” in that they derive the bit syn-
chronization from the signal itself. To do this, the systems use the transitions between
positive and negative voltage levels. These transitions help define the boundaries of the bit
intervals.
(a) The nonreturn-to-zero (NRZ) signaling method transmits a 0 with a +1 voltage of

duration T , and a 1 with a −1 voltage of duration T . Plot the signal for the se-
quence n consecutive 1s followed by n consecutive 0s. Explain why this code has a
synchronization problem.

(b) In differential coding the sequence of 0s and 1s induces changes in the polarity of the
signal; a binary 0 results in no change in polarity, and a binary 1 results in a change
in polarity. Repeat part (a). Does this scheme have a synchronization problem?

(c) The Manchester signaling method transmits a 0 as a +1 voltage for T/2 seconds fol-
lowed by a − 1 for T/2 seconds; a 1 is transmitted as a −1 voltage for T/2 seconds
followed by a + 1 for T/2 seconds. Repeat part (a) and explain how the synchroniza-
tion problem has been addressed. What is the cost in bandwidth in going from NRZ
to Manchester coding?

3.33. Consider a baseband transmission channel with a bandwidth of 10 MHz. Which bit rates
can be supported by the bipolar line code and by the Manchester line code?

3.34. The impulse response in a T-1 copper-wire transmission system has the idealized form
where the initial pulse is of amplitude 1 and duration 1 and the afterpulse is of amplitude
−0.1 and of duration 10.
(a) Let δ(t) be the narrow input pulse in Figure 3.27. Suppose we use the following

signaling method: Every second, the transmitter accepts an information bit; if the
information bit is 0, then −δ(t) is transmitted, and if the information bit is 1, then
δ(t) is transmitted. Plot the output of the channel for the sequence 1111000. Explain
why the system is said to have “dc” or baseline wander.

(b) The T-1 transmission system uses bipolar signaling in the following fashion: If the
information bit is a 0, then the input to the system is 0 * δ(t); if the information
bit is a 1, then the input is δ(t) for an even occurrence of a 1 and −δ(t) for an odd
occurrence of a 1. Plot the output of the channel for the sequence 1111000. Explain
how this signaling solves the “dc” or baseline wander problem.

3.35. The raised cosine transfer function, shown in Figure 3.31, has a corresponding impulse
response given by

p(t) = sin(π t/T )

π t/T

cos(παt/T )

1 − (2αt/T )2

(a) Plot the response of the information sequence 1010 for α = 1
2 ; α = 1

8 .
(b) Compare this plot to the response, using the pulse in Figure 3.27.
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3.36. Suppose a CATV system uses coaxial cable to carry 100 channels, each of 6 MHz band-
width. Suppose that QAM modulation is used.
(a) What is the bit rate/channel if a four-point constellation is used? eight-point

constellation?
(b) Suppose a digital TV signal requires 4 Mbps. How many digital TV signals can each

channel handle for the two cases in part (a)?

3.37. Explain how ASK was used in radio telegraphy. Compare the use of ASK to transmit
Morse code with the use of ASK to transmit text using binary information.

3.38. Suppose that a modem can transmit eight distinct tones at distinct frequencies. Every
T seconds the modem transmits an arbitrary combination of tones (that is, some are pre-
sent, and some are not present).
(a) What bit rate can be transmitted using this modem?
(b) Is there a relationship between T and the frequency of the signals?

3.39. A phase modulation system transmits the modulated signal A cos(2π fct + φ) where the
phase φ is determined by the two information bits that are accepted every T -second
interval:

for 00, φ = 0; for 01, φ = π/2; for 10, φ = π ; for 11, φ = 3π/2.

(a) Plot the signal constellation for this modulation scheme.
(b) Explain how an eight-point phase modulation scheme would operate.

3.40. Suppose that the receiver in a QAM system is not perfectly synchronized to the carrier of
the received signal; that is, the receiver multiplies the received signal by 2 cos(2π fct + φ)

and by 2 sin(2π/ fct + φ) where φ is a small phase error. What is the output of the
demodulator?

3.41. In differential phase modulation the binary information determines the change in the phase
of the carrier signal cos(2π fct). For example, if the information bits are 00, the phase
change is 0; if 01, it is π/2; for 10, it is π ; and for 11, it is 3π/2.
(a) Plot the modulated waveform that results from the binary sequence 01100011. Com-

pare it to the waveform that would be produced by ordinary phase modulation as
described in problem 3.39.

(b) Explain how differential phase modulation can be demodulated.

3.42. A new broadcast service is to transmit digital music using the FM radio band. Stereo audio
signals are to be transmitted using a digital modem over the FM band. The specifications
for the system are the following: Each audio signal is sampled at a rate of 40 kilosamples/
second and quantized using 16 bits; the FM band provides a transmission bandwidth of
200 kiloHertz.
(a) What is the total bit rate produced by each stereo audio signal?
(b) How many points are required in the signal constellation of the digital modem to

accommodate the stereo audio signal?

3.43. A twisted-wire pair has an attenuation of 0.7 dB/kilometer at 1 kHz.
(a) How long can a link be if an attenuation of 20 dB can be tolerated?
(b) A twisted pair with loading coils has an attenuation of 0.2 dB/kilometer at 1 kHz.

How long can the link be if an attenuation of 20 dB can be tolerated?
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3.44. Use Figure 3.47 and Figure 3.50 to explain why the bandwidth of twisted-wire pairs and
coaxial cable decreases with distance.

3.45. Calculate the bandwidth of the range of light covering the range from 1200 nm to 1400 nm.
How many Hz per person are available if the population of the world is six billion people?
Repeat for 1400 nm to 1600 nm. (Note that the speed of light in fiber is approximately
2 × 108 m/sec.)

3.46. Suppose that we wish to delay an optical signal by 1 nanosecond. How long a length
of optical fiber is needed to do this? How much is the signal attenuated? Repeat for
1 millisecond.

3.47. Compare the attenuation in a 100 km link for optical fibers operating at 850 nm, 1300 nm,
and 1550 nm.

3.48. The power of an optical signal in dBm is defined as 10 log10 P where P is in milliwatts.
(a) What is the power in milliwatts of a –30 dBm signal? 6 dBm signal?
(b) What is the power in dBm of 1 microwatt signal?
(c) What is the power of an optical signal if initially it is 2 mW and then undergoes

attenuation by 10 dB?

3.49. A 10 dBm optical signal propagates across N identical devices. What is the output signal
power if the loss per device is 1 dB? (See Problem 3.48.)

3.50. Suppose that WDM wavelengths in the 1550 nm band are separated by 0.8 nm. What is
the frequency separation in Hz? What is an appropriate bit rate for signals carried on these
wavelengths? Repeat for 0.4 nm and 0.2 nm.

3.51. Can WDM be used for simultaneous transmission of optical signals in opposite directions?

3.52. Explain how prisms and prismlike devices can be used in WDM systems.

3.53. Compare the transition from analog repeaters to digital regenerators for copper-based
transmission systems to the current transition from single-wavelength digital regenerator
optical systems to multiwavelength optically amplified systems? What is the same and
what is different? What is the next transition for optical transmission systems?

3.54. Suppose a network provides wavelength services to users by establishing end-to-end wave-
lengths across a network. A wavelength converter is a device that converts an optical signal
from one wavelength to another wavelength. Explain the role of wavelength converters in
such a network.

3.55. A satellite is stationed approximately 36,000 km above the equator. What is the attenuation
due to distance for the microwave radio signal?

3.56. Suppose a transmission channel operates at 3 Mbps and has a bit error rate of 10−3. Bit
errors occur at random and independent of each other. Suppose that the following code is
used. To transmit a 1, the codeword 111 is sent; to transmit a 0, the codeword 000 is sent.
The receiver takes the three received bits and decides which bit was sent by taking the
majority vote of the three bits. Find the probability that the receiver makes a decoding error.
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3.57. An early code used in radio transmission involved codewords that consist of binary bits
and contain the same number of 1s. Thus the two-out-of-five code only transmits blocks
of five bits in which two bits are 1 and the others 0.
(a) List the valid codewords.
(b) Suppose that the code is used to transmit blocks of binary bits. How many bits can

be transmitted per codeword?
(c) What pattern does the receiver check to detect errors?
(d) What is the minimum number of bit errors that cause a detection failure?

3.58. Find the probability of error-detection failure for the code in problem 3.57 for the following
channels:
(a) The random error vector channel.
(b) The random bit error channel.

3.59. Suppose that two check bits are added to a group of 2n information bits. The first check
bit is the parity check of the first n bits, and the second check bit is the parity check of
the second n bits.
(a) Characterize the error patterns that can be detected by this code.
(b) Find the error-detection failure probability in terms of the error-detection probability

of the single parity check code.
(c) Does it help to add a third parity check bit that is the sum of all the information

bits?

3.60. Let g(x) = x3 + x + 1. Consider the information sequence 1001.
(a) Find the codeword corresponding to the preceding information sequence.
(b) Suppose that the codeword has a transmission error in the first bit. What does the

receiver obtain when it does its error checking?

3.61. ATM uses an eight-bit CRC on the information contained in the header. The header has
six fields:

First 4 bits: GFC field
Next 8 bits: VPI field
Next 16 bits: VCI field
Next 3 bits: Type field
Next 1 bit: CLP field
Next 8 bits: CRC

(a) The CRC is calculated using the following generator polynomial: x8 + x2 + x + 1.
Find the CRC bits if the GFC, VPI, Type, and CLP fields are all zero and the VCI field
is 00000000 00001111. Assume the GFC bits correspond to the highest-order bits in
the polynomial.

(b) Can this code detect single errors? Explain why.
(c) Draw the shift register division circuit for this generator polynomial.

3.62. Suppose a header consists of four 16-bit words: (11111111 11111111, 11111111
00000000, 11110000 11110000, 11000000 11000000). Find the Internet checksum for
this code.

3.63. Let g1(x) = x + 1 and let g2(x) = x3 + x2 + 1. Consider the information bits (1,1,0,1,1,0).
(a) Find the codeword corresponding to these information bits if g1(x) is used as the

generating polynomial.
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(b) Find the codeword corresponding to these information bits if g2(x) is used as the
generating polynomial.

(c) Can g2(x) detect single errors? double errors? triple errors? If not, give an example
of an error pattern that cannot be detected.

(d) Find the codeword corresponding to these information bits if g(x) = g1(x)g2(x)

is used as the generating polynomial. Comment on the error-detecting capabilities
of g(x).

3.64. Take any binary polynomial of degree 7 that has an even number of nonzero coefficients.
Show by longhand division that the polynomial is divisible by x + 1.

3.65. A repetition code is an (n, 1) code in which the n − 1 parity bits are repetitions of the
information bit. Is the repetition code a linear code? What is the minimum distance of the
code?

3.66. A transmitter takes K groups of k information bits and appends a single parity bit to each
group. The transmitter then appends a block parity check word in which the j th bit in the
check word is the modulo 2 sum of the j th components in the K codewords.
(a) Explain why this code is a ((K + 1)(k + 1), K k) linear code.
(b) Write the codeword as a (k + 1) row by (K + 1) column array in which the first

K columns are the codewords and the last column is the block parity check. Use this
array to show how the code can detect all single, double, and triple errors. Give an
example of a quadruple error that cannot be detected.

(c) Find the minimum distance of the code. Can it correct all single errors? If so, show
how the decoding can be done.

(d) Find the probability of error-detection failure for the random bit error channel.

3.67. Consider the m = 4 Hamming code.
(a) What is n, and what is k for this code?
(b) Find the parity check matrix for this code.
(c) Give the set of linear equations for computing the check bits in terms of the information

bits.
(d) Write a program to find the set of all codewords. Do you notice anything peculiar

about the weights of the codewords?
(e) If the information is produced at a rate of 1 Gbps, what is the bit rate of the encoded

sequence?
(f ) What is the bit error rate improvement if the code is used in a channel with p = 10−4?

p = 10−10?

3.68. Show that an easy way to find the minimum distance is to find the minimum number of
columns of H whose sum gives the zero vector.

3.69. Suppose we take the (7,4) Hamming code and obtain an (8,4) code by adding an overall
parity check bit.
(a) Find the H matrix for this code.
(b) What is the minimum distance?
(c) Does the extra check bit increase the error-correction capability? the error-detection

capability?
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3.70. A (7,3) linear code has check bits given by
b4 = b1 + b2

b3 = b1 + b3

b6 = b2 + b3

b7 = b1 + b2 + b3

(a) Find the H matrix.
(b) Find the minimum distance.
(c) Find the set of all codewords. Do you notice anything peculiar about the set of

codewords.

3.71. An error-detecting code takes k information bits and generates a codeword with 2k + 1
encoded bits as follows:

The first k bits consist of the information bits.
The next k bits repeat the information bits.
The next bit is the XOR of the first k bits.

(a) Find the check matrix for this code.
(b) What is the minimum distance of this code?
(c) Suppose the code is used on a channel that introduces independent random bit errors

with probability 10−3. Estimate the probability that the code fails to detect an erroneous
transmission.

3.72. A (6,3) linear code has check bits given by
b4 = b1 + b2

b5 = b1 + b3

b6 = b2 + b3

(a) Find the check matrix for this code.
(b) What is the minimum distance of this code?
(c) Find the set of all codewords.

3.73. (Appendix 3A). Consider an asynchronous transmission system that transfers N data bits
between a start bit and a stop bit. What is the maximum value of N if the receiver clock
frequency is within 1 percent of the transmitter clock frequency?

APPENDIX 3A:
ASYNCHRONOUS DATA TRANSMISSION

The Recommended Standard (RS) 232, better known as the serial line interface, typ-
ically provides a communication channel between a computer and a device such as a
modem. RS-232 is an Electronic Industries Association (EIA) standard that specifies
the interface between data terminal equipment (DTE) and data communications equip-
ment (DCE) for the purpose of transferring serial data. Typically, DTE represents a
computer or a terminal, and DCE represents a modem. CCITT recommended a similar
standard called V.24.

RS-232 specifies the connectors, various electrical signals, and transmission proce-
dures. The connectors have 9 or 25 pins, referred to as DB-9 or DB-25, respectively. The
D-type connector contains two rows of pins. From the front view of a DB-25 connector,
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FIGURE 3.78 Commonly used pins in DB-25 connector.

the pins at the top row are numbered from 1 to 13, and the pins at the bottom row are
numbered from 14 to 25. Figure 3.78a shows a typical 25-pin connector.

The electrical specification defines the signals associated with connector pins. Polar
NRZ with a voltage between +3 to +25 volts is interpreted to be a binary 0, and −3 to
−25 volts a binary 1. Figure 3.78b shows the functional description of commonly used
signals. DTR is used by the DTE to tell the DCE that the DTE is on. DSR is used by the
DCE to tell the DTE that the DCE is also on. When the DCE detects a carrier indicating
that the channel is good, the DCE asserts the CD pin. If there is an incoming call, the
DCE notifies the DTE via the RI signal. The DTE asserts the RTS pin if the DTE wants
to send data. The DCE asserts the CTS pin if the DCE is ready to receive data. Finally,
data is transmitted in full-duplex mode, from DTE to DCE on the TXD line and from
DCE to DTE on the RXD line.

In RS-232, data transmission is said to be asynchronous because the receiver clock
is free-running and not synchronized to the transmitter clock. It is easy to see that even if
both clocks operate at nearly the same frequencies, the receiver will eventually sample
the transmitter bit stream incorrectly due to slippage. The solution is to transmit data
bits in short blocks with each block delimited by a start bit at the beginning and a stop
bit at the end of a block. The short block ensures that slippage will not occur before
the end of the block. Figure 3.79 illustrates the asynchronous transmission process.
When the receiver detects the leading edge of the start bit, the receiver begins sampling
the data bits after 1.5 periods of the receiver clock to ensure that sampling starts near
the middle of the first data bit and slippage will not occur at the subsequent data bits.
Typically a block consists of a start bit, a character of seven or eight data bits, and a
stop bit. A parity bit can also be optionally added to enable the receiver to check the
integrity of the data bits.
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FIGURE 3.79 Framing and synchronization in asynchronous transmission.

Suppose that the transmitter pulse duration is X and the receiver pulse duration is T .
If the receiver clock is slower than the transmitter clock and the last sample must occur
before the end of the stop bit, then we must have 9.5T < 10X . If the receiver clock
is faster than the transmitter clock and the last sample must occur after the beginning
of the stop bit, then we must have 9.5T > 9X . These two inequalities can be satisfied
if |(T − X)/X | < 5.3 percent. In other words, the receiver clock frequency must be
within 5.3 percent of the transmitter clock frequency.

APPENDIX 3B: FOURIER SERIES

Let x(t) represent a periodic signal with period T . The Fourier series resolves this
signal into an infinite sum of sine and cosine terms

x(t) = a0 + 2
∞∑

n=1

[
an cos

(
2πnt

T

)
+ bn sin

(
2πnt

T

)]
(3B.1)

where the coefficients an and bn represent the amplitude of the cosine and sine terms,
respectively. The quantity n/T represents the nth harmonic of the fundamental fre-
quency f0 = 1/T .

The coefficient a0 is given by the time average of the signal over one period

a0 = 2

T

∫ T/2

−T/2
x(t) dt (3B.2)

which is simply the time average of x(t) over one period.
The coefficient an is obtained by multiplying both sides of Equation (3B.1) by the

cosine function cos(2πnt/T ) and integrating over the interval −T/2 to T/2. Using
Equations (3B.1) and (3B.2) we obtain

an = 1

T

∫ T/2

−T/2
x(t) cos

(
2πnt

T

)
dt, n = 1, 2, . . . (3B.3)
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The coefficient bn of the sinusoid components is obtained in a similar manner:

bn = 2

T

∫ T/2

−T/2
x(t) sin

(
2πnt

T

)
dt, n = 1, 2, . . . (3B.4)

The following trigonometric identity

A cos µ + B sin µ =
√

A2 + B2 cos
(

µ − tan−1 B

A

)
(3B.5)

allows us to rewrite equation (3B.1) as follows:

x(t) = a0 + 2
∞∑

n=1

√
a2

n + b2
n cos

(
2πnt

T
−tan−1 bn

an

)
= a0 + 2

∞∑
n=1

|cn| cos
(

2πnt

T
+θn

)
(3B.6)

A periodic function x(t) is said to have a discrete spectrum with components at the
frequencies, 0, f0, 2 f0, . . . . The magnitude of the discrete spectrum at the frequency
component n f0 is given by

|cn| =
√

a2
n + b2

n (3B.7)

and the phase of the discrete spectrum at n f0 is given by

θn = − tan−1 bn

an
(3B.8)

APPENDIX 3C: SAMPLING THEOREM

Reliable recovery of analog signals from digital form requires a sampling rate greater
than some minimum value. We now explain how the Nyquist sampling theorem comes
about. Let x(nT ) be the sequence of samples that result from the sampling of the
analog signal x(t). Consider a sequence of very narrow pulses δ(t − nT ) that are
spaced T seconds apart and whose amplitudes are modulated by the sample values
x(nT ) as shown in Figure 3.18.

y(t) =
∑

n

x(nT )δ(t − nT ) (3C.1)

Signal theory enables us to show that y(t) has the spectrum in Figure 3.80a, where the
spectrum of x(t) is given by its Fourier transform:

X ( f ) =
∫ ∞

−∞
x(t)e− j2π f t dt =

∫ ∞

−∞
x(t) cos 2π f t dt + j

∫ ∞

−∞
x(t) sin 2π f t dt

(3C.2)
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FIGURE 3.80 Spectrum of sampled signal: If the sampling
rate is less than 2W then the original signal cannot be recovered.

The spectrum X ( f ) is defined for positive and negative frequencies and is complex
valued. The spectrum of the sampled signal is

Y ( f ) = 1

T

∑
k

X
(

f − k

T

)
(3C.3)

The sampling theorem result depends on having these repeated versions of the spectrum
be sufficiently apart. If the sampling rate 1/T is greater than 2W , then the translated
versions of X ( f ) will be nonoverlapping. When a signal is applied to an ideal lowpass
filter, the spectrum of the output signal consists of the portion of the spectrum of the
input signal that falls in the range zero to W . Therefore, if we apply a low-pass filter to
y(t) as shown in Figure 3.80b, then we will recover the original exact spectrum X ( f )

and hence x(t). We conclude that the analog signal x(t) can be recovered exactly from
the sequence of its sample values as long as the sampling rate is 2W samples/second.

Now consider the case where the sampling rate 1/T is less than 2W . The repeated
versions of X ( f ) now overlap, and we cannot recover x(t) precisely (see Figure 3.80c).
If we were to apply y(t) to a low-pass filter in this case, the output would include an
aliasing error that results from the additional energy that was introduced by the tails of
the adjacent signals. In practice, signals are not strictly bandlimited, and so measures
must be taken to control aliasing errors. In particular, signals are frequently passed
through a low-pass filter prior to sampling to ensure that their energy is confined to the
bandwidth that is assumed in the sampling rate.



C H A P T E R 4

Circuit-Switching Networks

Circuit-switching networks provide dedicated circuits that enable the flow of infor-
mation between users. The most familiar example of a circuit-switching network is the
telephone network, which provides 64 kbps circuits for the transfer of voice signals
between users. An equally important example of a circuit-switching network is the
transport network. The purpose of a transport network is to provide high bandwidth
circuits, that is, large pipes typically in the range of 50 Mbps to 10 Gbps, between
clients such as telephone switches and large routers. Transport networks provide the
backbone of large pipes that interconnect telephone switches to form the telephone
network. Transport networks also form the backbone that interconnects large routers
to form the Internet. Transport networks can also be used to provide the backbone for
large corporate networks.

We cover two major topics in this chapter: how a circuit-switching network is
built using multiplexers and switches, and how signaling procedures control the set
up of circuits across a network. We first examine electronic and optical approaches
to multiplexing multiple circuits onto a shared transmission system, and we explain
the electronic and optical multiplexing hierarchy of modern transport networks. Next
we explain how circuit multiplexers and switches are used to build the transport
networks that form the backbone of modern computer and telephone networks. We
also explain how these transport networks can be designed so that service is un-
interrupted even in the presence of failures in network equipment and transmission
lines.

Next we examine the signaling procedures required to set up connections in circuit-
switched networks. We use telephone networks as an example of a circuit-switched
network that requires a separate dedicated signaling network to set up and tear down
huge numbers of connections. Finally we explain how signaling is evolving to set up
connections in many new types of networks.

In terms of the OSI reference model, the circuits in transport networks provide the
physical layer that transfers bits. These circuits constitute the digital pipes that enable
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the transfer of frames between data link layer peer processes. In later chapters we will
see that virtual circuits are used in the data link and network layers.

The chapter is organized into the following sections:

1. Multiplexing. We explain multiplexing techniques that are used for sharing trans-
mission resources, in particular, we introduce frequency-division multiplexing, time-
division multiplexing, and wavelength-division multiplexing. We introduce the
established digital multiplexing hierarchy that was developed in the telephone net-
work and the emerging optical multiplexing hierarchy that is the basis for today’s
backbone networks.

2. SONET multiplexing. We explain the very important SONET standard for multi-
plexing of high-speed digital signals over optical transmission systems.

3. Transport networks. Transport networks provide high-bit rate connections between
equipment attached to the backbone network. First we explain how SONET multi-
plexers are configured in linear, ring, and mesh topologies to provide flexible and
highly reliable transport networks. We then explain why and how optical systems
based on WDM are evolving to provide high-bandwidth transport networks.

4. Circuit switches. We introduce several methods for the design of the switches that
are used in circuit-switched networks.

5. The telephone network. We discuss the operation of the telephone network, and
we examine how transmission and switching facilities are organized to provide the
end-to-end physical connections that enable a telephone call.

6. Signaling. We discuss different approaches to setting up circuits across a network.
We then use the signaling system in the telephone network as an example. We
explain how signaling systems are evolving to provide connections in new types of
networks.

7. Traffic management in circuit-switched networks. We introduce the notion of con-
centration, which allows a large number of users to dynamically share a smaller
number of transmission lines. We consider the management of traffic flows in the
network and the various techniques for routing circuits in a network. We then discuss
the overload control mechanisms that are required when various problem conditions
arise in networks.

8. Cellular telephone networks. We explain the frequency-reuse concept that underlies
cellular communications, and we explain how cellular networks extend the telephone
“circuits” to mobile users. We focus on the critical role that signaling plays in the
operation of cellular telephone networks.

4.1 MULTIPLEXING

Multiplexing in the physical layer involves the sharing of transmission systems by
several connections or information flows. The capacity of a transmission system is
given by its bandwidth, which is measured in Hertz for analog transmission systems
and bits/second for digital transmission systems. Multiplexing is desirable when the
bandwidth of individual connections is much smaller than the bandwidth of the available
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FIGURE 4.1 Multiplexing: (a) Users have dedicated—and more
costly resources. (b) Users share a single transmission line through
the use of multiplexers.

transmission system. For example, the FM radio frequency band is approximately
20 MHz wide in North America, and a standard FM radio signal occupies 150 kHz, so
multiplexing is used to carry simultaneously multiple radio signals over the FM radio
band. Another example is provided by early digital transmission systems that could
achieve bit rates of about 2 megabits/second. Here multiplexing can be used in the
digital transmission system to carry multiple 64 kilobit/second signals.

In Figure 4.1a we show an example where three users near one location communi-
cate with three users near another location by using three separate sets of wires.1 This
arrangement, which completely dedicates network resources, that is, wires, to each
pair of users, was typical in the very early days of telephony. However, this approach
quickly becomes unwieldy, inefficient and expensive as the number of users increases.
Multiplexing is introduced when a transmission line has sufficient bandwidth to carry
several connections. Figure 4.1b shows a multiplexer that combines the signals from
three users in a single transmission line. In the remainder of this section we discuss
several approaches to multiplexing the information from multiple connections into a
single transmission line.

4.1.1 Frequency-Division Multiplexing

Suppose that a transmission line has a bandwidth W that is much greater than that
required by a single connection. For example, in Figure 4.2a each user has a
signal of Wu Hz, and the transmission system has bandwidth greater than 3Wu Hz. In
frequency-division multiplexing (FDM), the bandwidth is divided into a number of
frequency slots, each of which can accommodate the signal of an individual connection.
The multiplexer assigns a frequency slot to each connection and uses modulation to
place the signal of the connection in the appropriate slot. This process results in an
overall combined signal that carries all the connections as shown in Figure 4.2b. The
combined signal is transmitted, and the demultiplexer recovers the signals correspond-
ing to each connection and delivers the signal to the appropriate user. Reducing the
number of wires that need to be handled reduces the overall cost of the system.

1Many connections, including telephone connections, require two channels for communication in each
direction. To keep the discussion simple, we deal with communication in one direction only.
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FIGURE 4.2 Frequency-division multiplexing:
(a) three signals each with bandwidth of Wu Hz over
separate channels; (b) combined signal fits into a
frequency band of W Hz.

FDM was introduced in the telephone network in the 1930s. The basic analog
multiplexer combines 12 voice channels in one line. Each voice signal occupies about
3.4 kHz but the channels are assigned 4 kHz of bandwidth to provide guard bands
between channels. The multiplexer modulates each voice signal so that it occupies a
4 kHz slot in the band between 60 and 108 kHz. The combined signal is called a group.
A hierarchy of analog multiplexers has been defined. For example, a supergroup (that
carries 60 voice signals) is formed by multiplexing five groups, each of bandwidth
48 kHz, into the frequency band from 312 to 552 kHz. Note that for the purposes of
multiplexing, each group is treated as an individual signal. Ten supergroups can then
be multiplexed to form a mastergroup of 600 voice signals that occupies the band 564
to 3084 kHz. Various combinations of mastergroups have also been defined.

Familiar examples of FDM are broadcast radio, and broadcast and cable television,
where each station has an assigned frequency band. Stations in AM, FM, and television
are assigned frequency bands of 10 kHz, 200 kHz, and 6 MHz, respectively. FDM
is also used in cellular telephony where a pool of frequency slots, typically of 25 to
30 kHz each, are shared by the users within a geographic cell. Each user is assigned
a frequency slot for each direction. Note that in FDM the user information can be in
analog or digital form and that the information from all the users flows simultaneously.

4.1.2 Time-Division Multiplexing

In time-division multiplexing (TDM), the multiplexed connections share a single
high-speed digital transmission line. Each connection produces a digital information
flow that is then inserted into the high-speed line using temporal interleaving. For
example, in Figure 4.3a each connection generates a signal that produces one unit of
information every 3T seconds. This unit of information could be a bit, a byte, or a
fixed-size block of bits. Typically, the transmitted bits are organized into frames that
in turn are divided into equal-sized slots. For example, in Figure 4.3b the transmission
line is three times faster and can send one unit of information every T seconds, and
the combined signal has a frame structure that consists of three slots, one for each user.
During connection setup each connection is assigned a slot that can accommodate the
information produced by the connection.
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FIGURE 4.3 Time-division multiplexing:
(a) each signal generates 1 unit of information
every 3T seconds; (b) combined signal
transmits 1 unit every T seconds.

TDM was introduced in the telephone network in the early 1960s. The T-1 carrier
system that carries 24 digital telephone connections is shown in Figure 4.4. Recall
that a digital telephone speech signal is obtained by sampling a speech waveform
8000 times/second and by representing each sample with eight bits. The T-1 system
uses a transmission frame that consists of 24 slots of eight bits each. Each slot carries
one PCM sample for a single connection. The beginning of each frame is indicated by
a single “framing bit.” The resulting transmission line has a speed of

(1 + 24 × 8) bits/frame × 8000 frames/second = 1.544 Mbps (4.1)

Note how in TDM the slot size and the repetition rate determine the bit rate of the
individual connections. The framing bit allows the receiver to determine the beginning
and end of a frame. The value of the framing bit alternates in value, so the receiver can
determine whether a target bit is the framing bit if the target bit follows the alternation.

The T-1 carrier system was introduced in 1961 to carry the traffic between tele-
phone central offices. The growth of telephone network traffic and the advances in dig-
ital transmission led to the development of a standard digital multiplexing hierarchy.
The emergence of these digital hierarchies is analogous to the introduction of high-
speed multilane expressways interconnecting major cities. These digital transmission
hierarchies define the global flow of telephone traffic. Figure 4.5 shows the digital
transmission hierarchies that were developed in North America and Europe. In North
America and Japan, the digital signal 1 (DS1), which corresponds to the output of a T-1
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FIGURE 4.4 T-1 carrier system uses TDM to carry 24 digital signals in telephone
system.
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FIGURE 4.5 Basic digital hierarchies.

multiplexer, became the basic building block. The DS2 signal is obtained by combin-
ing four DS1 signals and then adding 136 kilobits of synchronization information. The
DS3 signal is obtained by combining seven DS2 signals and adding 552 kilobits of syn-
chronization information. The DS3 signal, with a speed of 44.736 Mbps, has found ex-
tensive use in providing high-speed communications to large users such as corporations.

In Europe the CCITT developed a similar digital hierarchy. The CEPT-1 (also
referred to as E-1) signal consisting of thirty-two 64-kilobit channels forms the basic
building block.2 Only 30 of the 32 channels are used for voice channels; one of the
other channels is used for signaling, and the other channel is used for frame alignment
and link maintenance. The second, third, and fourth levels of the hierarchy are obtained
by grouping four of the signals in the lower level, as shown in Figure 4.5.

The operation of a time-division multiplexer involves tricky problems with the
synchronization of the input streams. Figure 4.6 shows two streams, each with a nominal
rate of one bit every T seconds, that are combined into a stream that sends two bits
every T seconds. What happens if one of the streams is slightly slower than 1/T bps?
Every T seconds, the multiplexer expects each input to provide a one-bit input; at some
point the slow input will fail to produce its input bit. We will call this event a bit slip.
Note that the “late” bit will be viewed as an “early” arrival in the next T -second interval.
Thus the slow stream will alternate between being late, undergoing a bit slip, and then
being early. Now consider what happens if one of the streams is slightly fast. Because
bits are arriving faster than they can be sent out, bits will accumulate at the multiplexer
and eventually be dropped.

2These standards were first developed by the Committee European de Post et Telegraph (CEPT).
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FIGURE 4.6 Relative timing of input and output streams in a
TDM multiplexer showing an example where the first signal is
slightly slower and experiences a bit slip.

To deal with the preceding synchronization problems, time-division multiplexers
have traditionally been designed to operate at a speed slightly higher than the combined
speed of the inputs. The frame structure of the multiplexer output signal contains bits
that are used to indicate to the receiving multiplexer that a slip has occurred. This ap-
proach enables the streams to be demultiplexed correctly. Note that the introduction of
these extra bits to deal with slips implies that the frame structure of the output stream is
not exactly synchronized to the frame structure of all the input streams. To extract an in-
dividual input stream from the combined signal, it is necessary to demultiplex the entire
combined signal, make the adjustments for slips, and then remove the desired signal.

4.1.3 Wavelength-Division Multiplexing

Current optical fiber transmission systems can carry individual optical signals at bit
rates in the tens of Gbps. The associated laser diodes and electronic technologies have
a maximum speed limit in the tens of Gbps. In Figure 3.55 in Chapter 3, we can see
that optical fiber has several bands of low-attenuation wavelengths and that these bands
have a total bandwidth in the tens of terahertz (THz). Recall that 1 THz = 1000 GHz.
Current individual digital transmission signals are limited to tens of Gbps and do not
come close to exploiting the available bandwidth.

The information carried by a single optical fiber can be increased through the use of
wavelength-division multiplexing (WDM). WDM can be viewed as an optical-domain
version of FDM in which multiple information signals modulate optical signals at dif-
ferent optical wavelengths (colors). The resulting signals are combined and transmitted
simultaneously over the same optical fiber as shown in Figure 4.7. Various optical de-
vices such as prisms and diffraction gratings can be used to combine and split color
signals. For example, early WDM systems combined 16 wavelengths at 2.5 Gbps to pro-
vide an aggregate signal of 16×2.5 Gbps = 40 Gbps. Figure 4.8 shows the transmitted
signal in one such system. WDM systems with 32 wavelengths at 10 Gbps have a total
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FIGURE 4.7 Wavelength-division multiplexing.
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FIGURE 4.8 Optical signal in a WDM system.

bit rate of 320 Gbps and are widely deployed. Systems that can carry 160 wavelengths
at 10 Gbps are also available and achieve an amazing bit rate of 1.6 terabits/second. The
attraction of WDM is that a huge increase in available bandwidth is obtained without
the huge investment associated with deploying additional optical fiber.3 The additional
bandwidth can be used to carry more traffic and can also provide the additional protec-
tion bandwidth required by self-healing network topologies.

Early WDM systems differ in substantial ways from electronic FDM systems. In
FDM the channel slots are separated by guard bands that are narrow relative to the
bandwidth of each channel slot. These narrow guard bands are possible because the
devices for carrying out the required modulation, filtering, and demodulation are avail-
able. Narrow spacing is not the case for WDM systems. Consequently, the spacing
between wavelengths in WDM systems tends to be large compared to the bandwidth
of the information carried by each wavelength. For example, “coarse” WDM sys-
tems combine wavelengths that are separated by 20 to 30 nm. Much more expensive,
ITU-grid WDM systems have wavelength separations of 0.8 nm (which corresponds
to 100 GHz) or even 0.4 nm.

4.2 SONET

In 1966 Charles Kao reported the feasibility of optical fibers that could be used for
communications. By 1977 a DS3 45 Mbps fiber optic system was demonstrated in
Chicago, Illinois. By 1998, 40 Gbps fiber optic transmission systems had become
available. The advances in optical transmission technology have occurred at a rapid

3Deploying new fiber requires gaining right-of-way in streets and roads as well as digging trenches and
other construction.
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FIGURE 4.9 Optical fiber network for a long-distance telephone
carrier in 1998.

rate, and the backbone of telephone networks has become dominated by fiber optic
digital transmission systems. As an example Figure 4.9 shows the optical fiber network
for a long-distance telephone carrier in 1998. Many large similar networks cover the
globe to provide the backbone for today’s networks.

The first generation of equipment for optical fiber transmission was proprietary, and
no standards were available for the interconnection of equipment from different vendors.
The deregulation of telecommunications in the United States led to a situation in which
the long-distance carriers were expected to provide the interconnection between local
telephone service providers. To meet the urgent need for standards to interconnect
optical transmission systems, the Synchronous Optical Network (SONET) standard
was developed in North America. The CCITT later developed a corresponding set of
standards called Synchronous Digital Hierarchy (SDH). Current backbone networks
in North America are based on SONET, while in Europe and many other parts of the
world they are based on SDH systems.

The SONET/SDH standards introduced several significant concepts for transmis-
sion networks. The “S” in SONET refers to a synchronous format that greatly simplifies
the handling of lower-level digital signals and reduces the overall cost of multiplexing
in the network. An additional feature of the SONET standards is the incorporation of
overhead bytes in the frame structure for use in monitoring the signal quality, detect-
ing faults, and signaling among SONET equipment to orchestrate rapid recovery from
faults. In the remainder of this section we introduce SONET multiplexing and its frame
structure. Section 4.3 considers how SONET equipment is deployed to form today’s
transport networks.

4.2.1 SONET Multiplexing

The SONET standard uses a 51.84 Mbps electrical signal, known as the synchronous
transport signal level-1 (STS-1), as a building block to extend the digital transmission
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TABLE 4.1 SONET digital hierarchy.

SONET electrical signal Optical signal Bit rate (Mbps) SDH electrical signal

STS-1 OC-1 51.84
STS-3 OC-3 155.52 STM-1
STS-9 OC-9 466.56 STM-3
STS-12 OC-12 622.08 STM-4
STS-18 OC-18 933.12 STM-6
STS-24 OC-24 1244.16 STM-8
STS-36 OC-36 1866.24 STM-12
STS-48 OC-48 2488.32 STM-16
STS-192 OC-192 9953.28 STM-64

STS-synchronous transport signal; OC-optical channel; STM-synchronous transfer module.

hierarchy into the multigigabit/second range. A higher-level STS-n electrical signal
in the hierarchy is obtained through the interleaving of bytes from the lower-level
component signals. Each STS-n electrical signal has a corresponding optical carrier
level-n (OC-n) signal that is obtained by modulating a laser source. The bit formats of
STS-n and OC-n signals are the same except for the use of scrambling in the optical
signal.4 Table 4.1 shows the SONET and SDH digital hierarchy. Notice that the rate of
an STS-n signal is simply n times the rate of an STS-1 signal.

The SDH standard refers to synchronous transfer module-n (STM-n) signals.
The SDH STM-1 has a bit rate of 155.52 Mbps and is equivalent to the SONET STS-3
signal. The STS-1 signal accommodates the DS3 signal from the existing digital trans-
mission hierarchy in North America. The STM-1 signal accommodates the CEPT-4
signal in the CCITT digital hierarchy. The STS-48/STM-16 signal is widely deployed
in the backbone of modern communication networks.

SONET uses a frame structure that has the same 8 kHz repetition rate as traditional
telephone TDM systems. SONET was designed to be very flexible in the types of traffic
that it can handle. SONET uses the term tributary to refer to the component streams
that are multiplexed together. Figure 4.10 shows how a SONET multiplexer can handle
a wide range of tributary types. A slow-speed mapping function allows DS1, DS2, and
CEPT-1 signals to be combined into an STS-1 signal. As indicated above a DS3 signal
can be mapped into an STS-1 signal, and a CEPT-4 signal can be mapped into an STS-3
signal. Mappings have also been defined for mapping streams of packet information
into SONET. Figure 4.10 shows that ATM streams can be mapped into an STS-3c
signal, and that Packet-over-SONET (POS) allows packet streams also to be mapped
into STS-3c signals.5 A SONET multiplexer can then combine STS input signals into
a higher-order STS-n signal. Details of the SONET frame structure and the mappings
into STS signal formats are provided in Section 4.2.2.

4Scrambling maps long sequences of 1s or 0s into sequences that contain a more even balance of 1s and 0s
to facilitate bit-timing recovery.
5ATM is introduced in Chapter 7 and discussed in detail in Chapter 9. Packet-over-SONET is discussed
with PPP in Chapter 5.
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FIGURE 4.10 SONET multiplexing.

4.2.2 SONET Frame Structure

This section examines the SONET system and its frame structure. A SONET system is
divided into three layers: sections, lines, and paths as shown in Figure 4.11a. A section
refers to the span of fiber between two adjacent devices, such as two regenerators.
The section layer deals with the transmission of an STS-n signal across the physical
medium. A line refers to the span between two adjacent multiplexers and therefore in
general encompasses several sections. Lines deal with the transport of an aggregate
multiplexed stream and the associated overhead. A path refers to the span between the
two SONET terminals at the endpoints of the system and in general encompasses one
or more lines. User equipment, for example, large routers, can act as SONET terminals
and be connected by SONET paths.

In general the bit rates of the SONET signals increase as we move from terminal
equipment on to multiplexers deeper in the network. The reason is that a typical infor-
mation flow begins at some bit rate at the edge of the network, which is then combined
into higher-level aggregate flows inside the network, and finally delivered back at the
original lower bit rate at the outside edge of the network. Thus the multiplexers asso-
ciated with the path level typically handle signals lower in the hierarchy, for example,
STS-1, than the multiplexers in the line level, for example, STS-3 or STS-48, as shown
in Figure 4.11a.

Figure 4.11b shows that every section has an associated optical layer. The section
layer deals with the signals in their electrical form, and the optical layer deals with the
transmission of optical pulses. It can be seen that every regenerator involves converting
the optical signal to electrical form to carry out the regeneration function and then back
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FIGURE 4.11 Section, line, and path layers of SONET.

to optical form. Note also in Figure 4.11b that all SONET equipment implement the
optical and section functions. Line functions are found only in the multiplexers and end
terminal equipment. The path function occurs only at the end terminal equipment.

Adjacent multiplexers exchange information using frames.6 Figure 4.12 shows the
structure of the SONET STS-1 frame that is defined at the line level. A frame consisting
of a rectangular array of bytes arranged in 9 rows by 90 columns is repeated 8000 times
a second.7 Thus each byte in the array corresponds to a bit rate of 64 kbps, and the
overall bit rate of the STS-1 is

8 × 9 × 90 × 8000 = 51.84 Mbps (4.2)

The first three columns of the array are allocated to section and line overhead. The
section overhead is interpreted and modified at every section termination and is used
to provide framing, error monitoring, and other section-related management functions.
For example, the first two bytes, A1 and A2, of the section overhead are used to indicate
the beginning of a frame. The fourth byte B1 carries parity checks of the transmitted
signal and is used to monitor the bit error rate in a section. The last three bytes of the
section overhead are used to provide a data communications channel between regener-
ators that can be used to exchange alarms, control, monitoring and other administrative
messages.

The line overhead is interpreted and modified at every line termination and is used to
provide synchronization and multiplexing, performance monitoring, line maintenance,
as well as protection-switching capability in case of faults. We will see that the first

6The student is warned that the term frame has different meanings in SONET and in data link layer protocols.
7The bits are physically transmitted row by row and from left to right.
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FIGURE 4.12 SONET STS-1 frame format.

three bytes of the line overhead, H1, H2, and H3, play a crucial role in how multiplexing
is carried out. The fourth byte B2 is used to monitor the bit error rate in a line. The K1

and K2 bytes are used to trigger recovery procedures in case of faults. The remaining
87 columns of the frame constitute the information payload that carries the path layer
or “user” information. The bit rate of the information payload is

8 × 9 × 87 × 8000 = 50.122 Mbps (4.3)

The information payload includes one column of path overhead information, but
the column is not necessarily aligned to the frame for reasons that will soon become
apparent. The path overhead includes bytes for monitoring the performance of a path
as well as for indicating the content and status of the end-to-end transfer.

Consider next how the end-to-end user information is organized at the path level.
The SONET terminal equipment takes the user data and the path overhead and maps
it into a synchronous payload envelope (SPE), which consists of a byte array of
nine rows by 87 columns, as shown in Figure 4.13. The path overhead uses the first
column of this array. This SPE is then inserted into the STS-1 frame. The SPE is not
necessarily aligned to the information payload of an STS-1 frame. Instead, the first
two bytes of the line overhead are used as a pointer that indicates the byte within
the information payload where the SPE begins. Consequently, the SPE can be spread
over two consecutive frames as shown in Figure 4.13.8 The use of the pointer makes
it possible to extract a tributary signal from the multiplexed signal. This feature gives
SONET multiplexers an add-drop capability, which means that individual tributaries
can be dropped and individual tributaries can be added without having to demultiplex
the entire signal.

8Imagine an STS-1 signal as a conveyor belt with 90 × 9-byte frames drawn on the belt. The SPEs are
boxes of size 90 × 9 that are placed on the conveyor belt but that are not necessarily aligned to the frame
boundary. This situation occurs because boxes are transferred between conveyor belts “on the fly.”
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FIGURE 4.13 The synchronous payload envelope can span two consecutive frames.

The pointer structure consisting of the H1, H2, and H3 bytes, shown in Figure 4.12
and Figure 4.13, maintains synchronization of frames and SPEs in situations where their
clock frequencies differ slightly. If the payload stream is faster than the frame rate, then
a buffer is required to hold payload bits as the frame stream falls behind the payload
stream. To allow the frame to catch up, an extra SPE byte is transmitted in a frame from
time to time. This extra byte, which is carried by H3 within the line overhead as shown
in Figure 4.14a, clears the backlog that has built up. Whenever this byte is inserted, the
pointer is moved forward by one byte to indicate that the SPE starting point has been
moved one byte forward. When the payload stream is slower than the frame stream, the
number of SPE bytes transmitted in a frame needs to be reduced by one byte from time
to time. This correction is done by stuffing an SPE byte with dummy information and
then adjusting the pointer to indicate that the SPE now starts one byte later, as shown
in Figure 4.14b.

Now consider how n STS-1 signals are multiplexed into an STS-n signal. Each
incoming STS-1 signal is first synchronized to the local STS-1 clock of the multiplexer
as follows. The section and line overhead of the incoming STS-1 signal are terminated,
and its payload (SPE) is mapped into a new STS-1 frame that is synchronized to the
local clock as shown in Figure 4.15. The pointer in the new STS-1 frame is adjusted
as necessary, and the mapping is done on the fly. This procedure ensures that all the
incoming STS-1 frames are mapped into STS-1 frames that are synchronized with
respect to each other. The STS-n frame is produced by interleaving the bytes of the n
synchronized STS-1 frames, in effect producing a frame that has nine rows, 3n section
and line overhead columns, and 87n payload columns. To multiplex k STS-n signals
into an STS-kn signal, the incoming signals are first de-interleaved into STS-1 signals
and then the above procedure is applied to all kn STS-1 signals.
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Various mappings have also been defined to combine lower-speed tributaries of
various formats into standard SONET streams as shown in Figure 4.10. For example,
a SONET STS-1 signal can be divided into virtual tributary signals that accommodate
lower-bit-rate streams. In each SPE, 84 columns are set aside and divided into seven
groups of 12 columns. Each group constitutes a virtual tributary and has a bit rate of
12 × 9 × 8 × 8000 = 6.912 Mbps. Alternatively, each virtual tributary can be viewed
as 12 × 9 = 108 voice channels. Thus mappings have been developed so that a vir-
tual tributary can accommodate four T-1 carrier signals (4 × 24 = 96 < 108), or three
CEPT-1 signals (3 × 32 = 96 < 108). The SPE can then handle any mix of T-1 and
CEPT-1 signals that can be accommodated in its virtual tributaries. In particular the
SPE can handle a maximum of 7 × 4 = 28 T-1 carrier signals or 3 × 7 = 21 CEPT-1
signals. A mapping has also been developed so that a single SPE signal can handle one
DS3 signal.

Byte
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FIGURE 4.15 Synchronous multiplexing in SONET.
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Several STS-1 frames can be concatenated to accommodate signals with bit rates
that cannot be handled by a single STS-1. The suffix c is appended to the signal desig-
nation when concatenation is used to accommodate a signal that has a bit rate higher
than STS-1. Thus an STS-3c signal is used to accommodate a CEPT-4 139.264 Mbps
signal. Concatenated STS frames carry only one column of path overhead because they
cannot be divided into finer granularity signals. For example, the SPE in an STS-3
frame has 86 × 3 = 258 columns of user data, whereas the SPE in an STS-3c frame
carries 87 × 3 − 1 = 260 columns of user data. Mappings have also been developed
so that an STS-3c frame can carry streams of ATM cells or streams of IP packets.

4.3 TRANSPORT NETWORKS

A transport network provides high bit rate connections to clients at different locations
much like a telephone network provides voice circuits to users. The clients of a transport
network can be large routers, large telephone switches, or even other networks as
shown in Figure 4.16. The connections provided by a transport network can form the
backbone of multiple, independent networks. For example, in Figure 4.16 the routers
are interconnected to form an ISP backbone network, and the telephone switches are
interconnected to form a telephone network.

A failure of a single connection in a transport network can be disastrous because
each connection can carry so much traffic. For example, an OC-48 signal can carry up
to 32,000 voice calls and can easily accommodate all the traffic from a small city or
a large section of a large city. Another example involves large corporate and financial
networks that use DS3 signals contained in STS-1s to carry all their information. The
severity of a failure is much worse when an entire optical fiber is cut. Current WDM
systems can handle nearly 200 OC-192 signals, which translate into approximately

Transport Network

Telephone
Switch

Telephone
Switch

Telephone
Switch

Router

Router

Router

FIGURE 4.16 Transport network.
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800 OC-48 signals and in turn potentially 25 million voice calls! Clearly, transport
networks need to be designed to be very resilient with respect to faults.

In this section we consider first how SONET multiplexers are organized to form
transport networks that provide services in the form of STS-n or virtual tributary con-
nections. We introduce SONET linear, ring, and mesh topologies and discuss associated
protection and restoration schemes. We then discuss how all-optical networks can be
organized similarly to provide wavelength connections between clients.

4.3.1 SONET Networks

SONET systems produced a major advance in how multiplexing is carried out in
transport networks. Prior to SONET, “asynchronous” multiplexing systems such as
those used with DS1 and DS3 signals used bit stuffing to deal with bit slips and so
required the entire multiplexed stream to be demultiplexed to access a single tributary,
as shown in Figure 4.17a. Transit tributaries would then have to be remultiplexed onto
the next hop. Thus every point of tributary removal or insertion required a back-to-back
demultiplexer-multiplexer pair. Back-to-back multiplexers are an unnecessary expense
in situations where most of the traffic is transit and only a few tributaries need to be
dropped.

SONET produced significant reduction in cost by enabling add-drop multiplexers
(ADM) that can insert and extract tributary streams without disturbing tributary streams
that are in transit as shown in Figure 4.17b. The overall cost of the network can then be
reduced by replacing back-to-back multiplexers with SONET ADMs.

Transport networks are built using SONET ADMs arranged in linear and ring
topologies. In the next section, we discuss the operation of these topologies and their
fault protection and recovery mechanisms. We then discuss briefly how SONET cross-
connects can be used to build mesh topology networks.
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Remove
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Insert
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Pre-SONET multiplexing

MUX DEMUX

Remove
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tributary

SONET add-drop multiplexing(b)
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FIGURE 4.17 SONET add-drop multiplexing.
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FIGURE 4.18 (a) ADMs arranged in linear topology to four terminals;
(b) from the terminals’ viewpoint: a fully connected mesh. A similar linear
arrangement in the opposite direction provides paths in the reverse direction.

LINEAR SONET NETWORKS AND AUTOMATIC
PROTECTION SWITCHING
Figure 4.18a shows how ADMs can be arranged in linear fashion to interconnect various
SONET terminals. These terminals can be part of other equipment, for example, they
could be interfaces to a large router. In this example each terminal has a SONET path
to each of its downstream nodes. A similar linear arrangement in the opposite direction
provides paths in the reverse direction. At each ADM, only the signals that are destined
for that site are accessed and dropped, and transit signals are passed through. Signals
generated locally and destined for other sites are inserted or “added” at the ADM. From
the point of view of the terminals, they are arranged in the fully connected mesh shown
in Figure 4.18b. In general, SONET ADMs can be used to create different “virtual”
topologies by selecting which terminals are connected directly by paths.

The SONET standards define automatic protection switching (APS) schemes
that provide linear protection against failures at the line layer. Recall that in SONET
terminology, a line connects two multiplexers with a single OC-N optical signal. There-
fore protection at the line level applies to a multiplexed signal while it traverses the line
between two multiplexers. Figure 4.19 shows two such SONET multiplexers connected
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T R
P

FIGURE 4.19 A working
line and a protection line
operate in parallel to provide
1+1 (one plus one) linear
APS protection.
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in a 1+1 (“one plus one”) configuration using two SONET lines, a working line and a
protection line. At the upstream node, the signal is “bridged” electrically into working
and protection lines that carry the same payload across the two lines. At the downstream
node, the two received signals are monitored for failures. The monitoring looks for loss
of signal, loss of framing, bit-error-rate levels, as well as alarm signals in the overhead.
A selector in the downstream node picks the better signal based on the information
provided by the two monitors and does not need to coordinate with the upstream node.
Recovery from failures can be done very quickly because the monitoring and selection
functions are typically implemented in hardware. However, the 1+1 APS scheme is
inefficient because it uses twice the bandwidth required by an unprotected signal.

Figure 4.20 shows a 1:1 (“one for one”) APS arrangement. In this approach the
signal is only transmitted in the working line during normal operation. The optical signal
that is received in the working line is monitored for degradation and a request to switch
to the protection line is sent on a reverse signaling channel when a failure is detected.
Upon receipt of the request, the upstream node switches the signal to the protection
line. The 1:1 APS scheme takes more time to recover from failure than the 1+1 APS
scheme because of the need to signal for a switchover. However, the 1:1 scheme can be
more efficient in bandwidth usage because the protection line can be used to carry extra
traffic when there are no failures. The extra traffic is preempted when the protection
line is needed to protect working traffic. The line overhead (in K1 and K2 bytes) in the
SONET frame contains fields that are used to exchange requests and acknowledgments
for protection switch actions.

Figure 4.21 shows that the 1:1 APS scheme can be generalized to a 1:n APS
scheme where one protection line protects n working lines. The scheme assumes that
the working lines are unlikely to fail at the same time. This assumption is reasonable if
the lines use diverse transmission routes. Both 1:1 and 1:n APS schemes are revertive
in that the working signal must be switched back to its original line once the fault has
been repaired.

The SONET linear APS specifications require that fault recovery be completed
within 50 milliseconds in all of the above schemes.

RING NETWORKS
SONET ADMs can also be arranged in ring topology networks. Figure 4.22 shows
three sites, a, b, and c, that are connected by three add-drop multiplexers. The ADMs
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are all connected in a unidirectional ring by an OC-3n optical transmission system that
carries three STS-n signals. Figure 4.22 shows how, at node b, two STS-n tributaries are
inserted destined for node c and for node a, respectively. The first tributary terminates at
node c, and the second tributary flows across node c and terminates at node a. The ADM
at each site also removes two STS-n tributaries and inserts two STS-n tributaries, and
it passes one STS-n tributary unchanged as shown in Figure 4.23a. The first inserted
tributary is destined to the next node, and the other inserted tributary is destined to the
remaining node. For example, the ADM at site c removes the tributaries indicated by
the solid and dashed lines that originated at nodes b and a, respectively. The ADM at
site c also inserts tributaries destined from nodes a and b that are indicated by solid
lines. The network in Figure 4.23a has a physical ring topology, but in fact, each pair of
nodes is connected directly by an STS-n tributary, and so the three nodes are logically
configured in a fully connected topology, as shown in Figure 4.23b. If switches at each
of the three sites are interconnected by these tributaries, then the switches would see a
fully connected topology.

ADMa

b c

ADMADM

Physical ring topology

STS-n
STS-n

OC-3n

OC-3n OC-3n

FIGURE 4.22 SONET ring network.



226 CHAPTER 4 Circuit-Switching Networks

a

(a) (b)

a

b c
b c

3 ADMs connected in
physical ring topology

Logical fully connected topologyOC-3n

OC-3n OC-3n

FIGURE 4.23 Configuration of logical networks using ADMs.

SONET rings can be deployed in a self-healing manner so that they recover from
failures. Self-healing rings can provide protection at the line level as in linear APS
systems, and they can also provide protection at the path level. Note that path level
protection is end-to-end in that it covers the path level signal from its source terminal
to its destination terminal.

We first consider the unidirectional path switched ring (UPSR), which provides
protection at the path level. Figure 4.24 shows a two-fiber ring in which data travels in
one direction in one ring and in the opposite direction in the opposite ring. By conven-
tion, working traffic flows clockwise and protection traffic works counterclockwise.
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FIGURE 4.24 Unidirectional path switched ring.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


4.3 Transport Networks 227

W

P

W = Working fiber

P = Protection fiber

4 2

3

1

FIGURE 4.25 Protection switching in UPSR.

At each ADM, say, node 1 in Figure 4.24, the path signal to another node, say, 2, is
bridged into both the working fiber and the protection fiber. Thus information can flow
between any pair of nodes in the ring along two paths, providing 1+1 protection at the
path level. For example, Figure 4.24 shows a path signal inserted at node 4 that travels
around the ring in both directions and exits at node 2.

In UPSR each exit node monitors the two received path signals and selects the
better one. For example, suppose that a fiber is cut between two nodes, say, nodes 4
and 1 in Figure 4.25. Node 1 can no longer receive the working signal in the clockwise
direction, so it inserts a path alarm indication in the overhead of every affected path
signal. A selector at the receiver then selects the path that arrives in the protection fiber
as shown in Figure 4.25. In this example we see that the selector in node 2 switches to
the counterclockwise signal to receive the path signal from node 4.

UPSR rings can provide fast path protection, but are inefficient in terms of band-
width usage since two paths are used to carry every signal. If a path uses an STS-n
signal, then the path will use STS-n in every hop in both rings. UPSR rings are used
widely in the lower speed rings in the access portion of networks where traffic is gath-
ered from various remote sites and carried back to a central hub site prior to being
directed to other parts of the network.

SONET rings can also be configured to provide protection at the line level. Fig-
ure 4.26 shows a four-fiber bidirectional line switched ring (BLSR). Adjacent ADMs
in the ring are connected by a working fiber pair and a protection fiber pair. Suppose that
failure disrupts the working pair between nodes 2 and 3 as shown in Figure 4.27. The
BLSR operation recovers from this failure by switching both working channels to the
protection channels between nodes 2 and 3. In effect, line APS protection is used in iden-
tical fashion to linear ADM networks. This type of recovery is called span switching.
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Now suppose that the working pair and the protection pair between adjacent nodes
fail together as shown in Figure 4.28. In this case BLSR uses the protection pair in the
directions away from the failure to restore the two working lines that spanned the failure.
The nodes on either side of the failure bridge their working line onto the protection
line that flows in the direction away from the failure. In effect the working lines that
traversed the failed path are now routed to their adjacent node the long way around the
ring as shown in Figure 4.28. This type of recovery is called ring switching.

BLSR is more efficient than UPSR in that traffic can be routed along the shortest
path, so that the bandwidth around the ring can be used to support more traffic. In
addition, the protection fibers in BLSR can be used to carry extra traffic when there are
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1 FIGURE 4.27 Span switching
BLSR: Failed line is restored locally.
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FIGURE 4.28 Ring switching in
BLSR: Failed line is restored locally
by switching around the ring.

no faults in the ring. For this reason, BLSR is preferred in high-speed backbone networks
that involve very expensive transmission lines that cover thousands of kilometers. On
the other hand, BLSR requires fairly complex signaling to enable the nodes to determine
when span switching and when ring switching is being used, and to clear extra traffic
from the ring when a recovery from faults is underway.

The capability to manage bandwidth flexibly and to respond quickly to faults has
altered the topology of long-distance and metropolitan area networks from a mesh of
point-to-point links to interconnected ring networks. SONET ring networks can be
deployed in a metropolitan area as shown in Figure 4.29. User traffic is collected by

Regional
ring

Metro
ring Interoffice

rings

FIGURE 4.29 SONET ring structure in local, metropolitan, and
regional networks.
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access networks and directed to access nodes such as a telephone office. A number
of such nodes are interconnected in a first-tier ring network. Large users that cannot
afford to lose service may be connected to an access node with dual paths as shown. A
metropolitan area ring operating at a higher rate may in turn interconnect the first tier
ring networks. To provide protection against faults, rings may be interconnected using
matched inter-ring gateways as shown between the interoffice ring and the metro ring
and between the metro ring and the regional ring. The traffic flow between the rings is
sent simultaneously along the primary and secondary gateway. Automated protection
procedures determine whether the primary or secondary incoming traffic is directed into
the ring. The metropolitan area ring, in turn, may connect to the ring of an interexchange
or regional carrier as shown in the figure.

SONET CROSS-CONNECTS AND MESH NETWORKS
SONET ring networks have been widely deployed because of their ability to provide
continuous service even in the presence of faults. However, SONET ring networks have
proved to be quite difficult to manage in an environment of rapid growth. As networks
are required to carry more traffic, certain spans in a ring will become congested. Unfor-
tunately, to increase the capacity of a single span in a ring network, all the ADMs need
to be upgraded at the same time. This upgrade involves tremendous expense and effort.

An alternative approach to meeting increased traffic demand is to build multiple
parallel ring networks. This approach is compatible with WDM transmission systems,
which can provide the parallel optical transmission channels required by the parallel
rings using a single optical fiber. However, additional cost must again be incurred to
interconnect the parallel rings so that they can exchange traffic. At each node, the
signal carried in each wavelength must be connected to a separate ADM. To exchange
traffic between ADMs at a node, the traffic must first be dropped from a source ADM,
connected to a switch, and then added into the destination ADM.

For the above reasons, SONET cross-connect systems have received increased
attention. A cross-connect system can take SONET OC-n optical signals at its inputs,
decompose these signals into its component STS-1 or other tributaries, switch these
component signals to output ports, and combine the component signals into outgoing
SONET OC-n signals.
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Router
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FIGURE 4.30 Mesh topology networks using SONET cross-connects.
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Mesh networks are constructed by interconnecting cross-connect systems with
SONET optical lines as shown in Figure 4.30. When certain segments become con-
gested, mesh networks have the advantage that only the capacity of the affected
segments needs to be upgraded. Mesh networks require less protection bandwidth than
ring networks, but they also require more complex protection schemes to recover from
failures. For example, the dashed lines in Figure 4.30 represent shared protection paths
for the two connections denoted by the solid lines.

THE VIRTUALIZATION OF CIRCUITS
The initial notion of a connection corresponding to a physical circuit has been virtu-
alized with the introduction of multiplexers. An individual digital voice connection
consists of a sequence of PCM bytes that flows across the network as part of ag-
gregated TDM flows. The notion of a circuit no longer corresponds to a physical
connection but rather to an allocation of time slots and crosspoints at regularly
scheduled times. When we examine packet switching we will see that the notion of
a connection can be virtualized even further where packet flows follow a fixed path
but are not allocated specific transmission or switching times. In the next section
we see that the notion of an optical wavelength connection is also virtualized in
an analogous fashion where multiple optical signals are combined into a composite
multiwavelength optical signal that flows across a given optical fiber.

4.3.2 Optical Transport Networks

Optical transport networks provide optical wavelength connections between attached
clients. There are many similarities between the way a SONET OC-n signal carries
STS-n signals and the way a WDM optical signal carries multiple wavelength signals.
Thus it is not surprising that optical transport networks can use many of the same
methods as SONET networks.

Optical add-drop multiplexers (OADM) have been designed for WDM systems.
An OADM takes a multiwavelength signal arriving in an input fiber, drops one or more
pre-selected wavelengths at a site, and adds one or more pre-selected wavelengths into
the multiwavelength signal that exits in an output fiber. Wavelengths carrying transit
traffic can “bypass” the given site. Ideally, all processing in an OADM is performed in
the optical domain, so expensive optical-to-electrical conversion is avoided.

OADMs can be arranged in linear and ring topologies. The assignment of wave-
length paths can then be used to create networks with various virtual topologies. In these
topologies a light path between two terminals is created by inserting information at an
assigned wavelength at the source terminal, bypassing intermediate OADM nodes, and
removing the information at the destination terminal. Figure 4.31a shows a chain of
optical add-drop multiplexers in which a single fiber connects adjacent multiplexers.
Each fiber contains a set of four wavelengths that are removed and inserted to provide
a one-directional communication link from upstream to downstream nodes. Thus a has
a link to each of b, c, and d; b has a link to each of c and d; and c has a link to d.
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WDM chain network
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FIGURE 4.31 Network configurations using WDM multiplexers.

Figure 4.31b shows a WDM ring network in which three nodes are connected by
an optical fiber that carries three wavelengths. Each node removes two wavelengths and
inserts two wavelengths so that each pair of nodes is connected by an information stream
flowing in one wavelength. In effect a fully connected logical network is produced. We
again see that through the assignment of wavelengths, it is possible to obtain virtual
topologies that differ from the physical topology.

The introduction of WDM and optical add-drop multiplexers into a network adds a
layer of logical abstraction between the optical fiber physical topology and the logical
topology that is seen by the systems that send traffic flows through the network. The
physical topology consists of the optical add-drop multiplexers interconnected with a
number of optical fibers. The manner in which light paths are defined by the OADMs
in the WDM system determines the topology that is seen by SONET ADMs that are
interconnected by these light paths. The systems that input tributaries into the SONET
network in turn may see another different topology that is defined by the SONET system.
For example, in Figure 4.31b each node could correspond to a different metropolitan
area. Each metropolitan area might have a network of interconnected SONET rings. The
light paths between the areas provide a direct interconnection between these metropoli-
tan networks.

An advantage of all optical networks is that they can carry signals transparently.
In WDM each wavelength is modulated separately, so each wavelength need not carry
information in the same transmission format. Thus some wavelengths might carry
SONET-formatted information streams, while others might carry Gigabit-Ethernet-
formatted information or other transmission formats.
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Optical mesh networks based on optical cross-connect and optical fiber switching
systems are currently being considered for deployment in the backbone of transport
networks. The purpose of a fiber switch is to transfer entire multiwavelength signals
from input ports to output ports without WDM demultiplexing. Figure 4.32 shows the
relationship between a fiber switch and an optical cross-connect. Optical signals that
carry WDM signals arrive in individual fibers to a node. Optical signals that carry
signals destined for this node are switched to the local wavelength cross-connect;
optical signals that bear only transit signals are switched across the node. The optical
signals that are switched to the local cross-connect are demultiplexed into its component
wavelengths. The wavelength signals that are destined for this node are then dropped.
Locally generated wavelength signals are added through the cross-connect. The outputs
from the cross-connect are fed to WDM multiplexers that produce composite optical
signals that are then inserted into the fiber switch and transferred out in an outgoing
fiber. Note that the cross-connect system must ensure that the signals fed into the
WDM multiplexer have distinct wavelengths. Tunable lasers or some other means of
wavelength translation may be needed to accomplish this.

Optical networks are seen as a means to keep network operation simple as the
volume of traffic carried by networks continues to increase. The cost of demodulating
a single WDM signal (that can carry hundreds of Gbps) and processing its components
in the electronic domain is extremely high (see Figure 3.58). System costs can be kept
down by keeping WDM signals in the optical domain as they traverse the network.
The combination of “long-haul” optical transmission systems with optical switches
that allow optical signals to bypass transit nodes can keep the number of optical-to-
electronic conversions to a minimum.
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HISTORY REPEATS ITSELF . . . AGAIN
Optical transmission is still in the early stages of development relative to its potential,
so it is interesting to examine its possible evolution given the history of networks in
the nineteenth and twentieth centuries. During this period networks went through a
cycle from digital techniques in telegraphy to analog techniques in the early phase of
telephony and back to digital techniques in modern networks. WDM technology is
clearly in the analog phase of this development cycle, and necessarily so because of
limitations in electronic and optical devices. By looking to the past, we can see clearly
that optical time-division multiplexing must be on the horizon. With the development
of optical implementation of simple logical operations, we can also expect some
forms of optical packet switching and optical code division systems (introduced in
Chapter 6). Looking further into the future, optical computing, should it become
available, would affect networking as much as computer control changed signaling
in telephone networks and inexpensive processing made the Internet possible. These
insights are gained from looking to the past. Of course, then we have the radical ideas
that (appear to) come out of nowhere to change the course of history. Stay tuned!

4.4 CIRCUIT SWITCHES

A network is frequently represented as a cloud that connects multiple users as shown in
Figure 4.33a. A circuit-switched network is a generalization of a physical cable in the
sense that it provides connectivity that allows information to flow between inputs and
outputs to the network. Unlike a cable, however, a network is geographically distributed
and consists of a graph of transmission lines (that is, links) interconnected by switches
(nodes). As shown in Figure 4.33b, the function of a circuit switch is to transfer the
signal that arrives at a given input to an appropriate output. The interconnection of a
sequence of transmission links and circuit switches enables the flow of information
between inputs and outputs in the network.

Connection
of inputs
to outputs

Switch

SwitchNetwork (b)(a)

Link

User 1

User n

User n�1

N N

1
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3

1
2
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...
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FIGURE 4.33 A network consists of links and switches.
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In the first part of this section we consider the design of circuit switches that
transfer the information from one incoming line to one outgoing line. The first telephone
switches were of this type and involved the establishment of a physical path across
the switch that enabled the flow of electric current from an input line to an output line.
The principle of circuit switches is general, however, and one could consider the design
of optical circuit switches that enable the transfer of optical signals from an input line
to an output line.

In many cases the input lines to a switch contain multiplexed information flows,
and the purpose of the switch is to transfer each specific subflow from an input line
to a specific subflow in a given output line. In principle the incoming flows must first
be demultiplexed to extract the subflows that can then be transferred by the switch to
the desired output links. In Section 4.4.2 we consider the case where the incoming and
outgoing flows are time-division multiplexed streams. The associated digital circuit
switches form the basis for modern telephone switches.

4.4.1 Space-Division Switches

The first switches we consider are called space-division switches because they provide
a separate physical connection between inputs and outputs so the different signals are
separated in space. Figure 4.34 shows the crossbar switch, which is an example of
this type of switch. The crossbar switch consists of an N × N array of crosspoints
that can connect any input to any available output. When a request comes in from an
incoming line for an outgoing line, the corresponding crosspoint is closed to enable
information to flow from the input to the output. The crossbar switch is said to be a
nonblocking switch; in other words, connection requests are never denied because of
lack of connectivity resources, that is, crosspoints. Connection requests are denied only
when the requested outgoing line is already engaged in another connection.

The complexity of the crossbar switch as measured by the number of crosspoints
is N 2. This number grows quickly with the number of input and output ports. Thus a
1000-input-by-1000-output switch requires 106 crosspoints, and a 100,000 by 100,000
switch requires 1010 crosspoints. These numbers of crosspoints cannot be implemented.
In the next section we show how the number of crosspoints can be reduced by using
multistage switches.

1

2

21 N�1 N

N

…

…

FIGURE 4.34 Crossbar switch.
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FIGURE 4.35 Multistage switch (with three smaller
space-division switches).

◆ MULTISTAGE SWITCHES
Figure 4.35 shows a multistage switch that consists of three stages of smaller space-
division switches. The N inputs are grouped into N/n groups of n input lines. Each
group of n input lines enters a small switch in the first stage that consists of an n×k array
of crosspoints. Each input switch has one line connecting it to each of k intermediate
stage N/n × N/n switches. Each intermediate switch in turn has one line connecting
it to each of the N/n switches in the third stage. The latter switches are k × n. In
effect each set of n input lines shares k possible paths to any one of the switches at the
last stage; that is, the first path goes through the first intermediate switch, the second
path goes through the second intermediate switch, and so on. The resulting multistage
switch is not necessarily nonblocking. For example, if k < n, then as soon as a switch
in the first stage has k connections, all other connections will be blocked.

◆ CLOS NONBLOCKING SWITCHING FABRIC
The question of determining when a multistage switch becomes nonblocking was
answered by [Clos 1953]. Consider any desired input and any desired output such
as those shown in Figure 4.36. The worst case for the desired input is when all the
other inputs in its group have already been connected. Similarly, the worst case for the
desired output is when all the other outputs in its group have already been connected.
The set of routes that maximize the number of intermediate switches already in use
by the given input and output groups is shown in the figure. That is, each existing
connection uses a different intermediate switch. Therefore, the maximum number of
intermediate switches not available to connect the desired input to the desired output
is 2(n − 1). Now suppose that k = 2n − 1; then k paths are available from any input
group to any output group. Because 2(n − 1) of these paths are already in use, it then
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FIGURE 4.36 A multistage switch is nonblocking if k = 2n − 1.

follows that a single path remains available to connect the desired input to the desired
output. Thus the multistage switch with k = 2n − 1 is nonblocking.

The number of crosspoints required in a three-stage switch is the sum of the
following components:

• N/n input switches × nk crosspoints/input switch.
• k intermediate switches × (N/n)2 crosspoints/intermediate switch.
• N/n output switches × nk crosspoints/output switch.

In this case the total number of crosspoints is 2Nk + k(N/n)2. The number of
crosspoints required to make the switch nonblocking is 2N (2n −1)+ (2n −1)(N/n)2.
The number of crosspoints can be minimized through the choice of group size n. By
differentiating the above expression with respect to n, we find that the number of
crosspoints is minimized if n ≈ (N/2)1/2. The minimum number of crosspoints is then
4N ((2N )1/2 − 1). We then see that the minimum number of crosspoints using a Clos

CROSSBAR CHIPS AND CLOS NETWORKS
The current generation of microelectronic chips makes it possible to build very large
circuit switching fabrics. For example, a 144 × 144 crossbar switch is currently
available where each port handles 3.125 Gbps, which is sufficient to handle an
STS-48 signal. The throughput of this single chip is an amazing 450 Gbps!

The Clos three-stage construction allows us to build even bigger switches. For
example, a three-stage arrangement that uses 144 8 × 16 switches in the first stage,
16 144×144 switches in the middle stage, and 144 16 × 8 switches in the third stage
gives a circuit switch with size 1152 × 1152 (since 8 × 144 = 1152), and throughput
3.6 terabits/second.
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nonblocking three-stage switch grows at a rate proportional to N1.5, which is less than
the N 2 growth rate of a crossbar switch.

When k < 2n − 1, there is a nonzero probability that a connection request will
be blocked. The methods for calculating these probabilities can be found in [Bellamy
1991, pp. 234–242].

4.4.2 Time-Division Switches

In Section 4.1.2, we explained how TDM could replace multiple physical lines by a
single high-speed line. In TDM a slot within a frame corresponds to a single connection.
The time-slot interchange (TSI) technique replaces the crosspoints in a space switch
with the reading and writing of a slot into a memory. Suppose we have a number of
pairs of speakers in conversation. The speech of each speaker is digitized to produce
a sequence of 8000 bytes/second. Suppose that the bytes from all the speakers are
placed into a T-1 carrier, as shown in Figure 4.37. Suppose also that the first pair of
speakers has been assigned slots 1 and 23. For the speakers to hear each other, we
need to route slots 1 and 23 in the incoming frames to slots 23 and 1 in the outgoing
frames. Similarly, if the second pair of speakers is assigned slots 2 and 24, we need to
interchange incoming slots 2 and 24 with outgoing slots 24 and 2, respectively.

Figure 4.37 shows the interchange technique: The octets in each incoming frame
are written into a register. The call setup procedure has set a permutation table that
controls the order in which the contents of the register are read out. Thus the outgoing
frame begins by reading the contents of slot 23, followed by slot 24, and so on until
slots 1 and 2 are read, as shown in the figure. This procedure can connect any input to
any available output. Because frames come in at a rate of 8000 times a second and the
time-slot interchange requires one memory write and one memory read operation per
slot, the maximum number of slots per frame that can be handled is

Maximum number of slots = 125 �sec

2 × memory cycle time
(4.4)
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FIGURE 4.37 Time-slot interchange technique: Crosspoints in a space switch are
replaced with the reading and writing of slots into memory.
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For example, if the memory cycle time is 125 nanoseconds, then the maximum number
of slots is 500, which can accommodate 250 connections.

The development of the TSI technique was crucial in completing the digitization
of the telephone network. Starting in 1961 digital transmission techniques were intro-
duced in the trunks that interconnected telephone central offices. Initially, at each office
the digital streams would be converted back to analog form and switched by using space
switches of the type discussed in the previous section. The introduction of TSI in digital
time-division switches led to significant reductions in cost and to improvements in per-
formance by obviating the need to convert back to analog form. Most modern telephone
backbone networks are now entirely digital in terms of transmission and switching.

◆ TIME-SPACE-TIME SWITCHES
We now consider a hybrid switch design in which TSI switches are used at the input
and output stages and a crossbar space switch is used at the intermediate stage. These
switches are called time-space-time switches. The design approach is to establish an
exact correspondence between the input lines in a space-division switch in the first
stage and time slots in a TSI switch. Suppose we replace the n × k switch in the first
stage of a multistage space switch by an n × k TSI switch, as shown in Figure 4.38.
Each input line to the switch corresponds to a slot, so the TSI switch has input frames
of size n slots. Similarly, the output frame from the TSI switch has k slots. Thus the
operation of the TSI switch involves taking the n slots from the incoming frame and
reading them out in a frame of size k, according to some preset permutation table. Note
that for the system to operate in synchronous fashion, the transmission time of an input
frame must be equal to the transmission time of an output frame. Thus, for example, if
k = 2n − 1, then the internal speed is nearly double the speed of the incoming line.

Consider now the flow of slots between the switches in the first stage and
the switches in the intermediate stage. We assume that frames coming out of the
TSI switches in the first stage are synchronized. Consider what happens as the first slot
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FIGURE 4.38 Hybrid switches: The input and output stages are TSI switches and
the intermediate stage is a crossbar space switch.
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in a frame comes out of the first stage. This first slot corresponds to the first output line
out of each of the first stage switches. Recall from Figure 4.35 that the first line out
of each first stage switch is connected to the first intermediate switch. Thus the first
slot in each intermediate frame will be directed to intermediate switch 1, as shown in
Figure 4.39. Recall that this switch is a crossbar switch, and so it will transfer the N/n
input slots into N/n output slots according to the crosspoint settings. Note that all the
other intermediate switches are idle during the first time slot.

Next consider what happens with the second slot in a frame. These slots are now
directed to crossbar switch 2, and all other intermediate switches are idle. It thus
becomes apparent that only one of the crossbar switches is active during any given time
slot. This situation makes it possible to replace the k intermediate crossbar switches
with a single crossbar switch that is time-shared among the k slots in a frame, as shown
in Figure 4.40. To replace the k intermediate original crossbar switches, the time-shared
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FIGURE 4.40 Time-space-time switches: The hybrid switch in Figure 4.38
requires only a single intermediate crossbar switch.
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crossbar switch must be reconfigured to the interconnection pattern of the correspond-
ing original switch at every time slot. This approach to sharing a space switch is called
time-division switching.

EXAMPLE A 4 × 4 Time-Space-Time Switch

Figure 4.41 shows a simple 4 × 4 switch example that is configured for the connection
pattern that takes inputs (A, B, C, D) and outputs (C, A, D, B). Part (a) of the figure shows
a configuration of a three-stage space switch that implements this permutation. Part (b)
shows the TST implementation where the inputs arrive in frames of size 2 that are
mapped into frames of size 3 by the first-stage TSI switches. Note the correspondence
between the arrangement of the first-stage space switches in part (a) and the TSI switches
in part (b). For example, the top first-stage switch takes inputs A and B and outputs A
in the first line, B in the second line, and nothing in the third line. The corresponding
TSI switch takes the frame with A in the first slot and B in the second slot and outputs
the frame with A in the first slot, B in the second slot, and nothing in the third slot.
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FIGURE 4.41 Example of a time-space-time switch.
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The interconnection pattern for each of the three time slots is shown for the
middle-stage space switch is also shown in part (b). Note that parts (a) and (b) have the
same configurations. Finally, the mapping in the third stage from the three-slot frame
to the two-slot frame is shown. By tracing the handling of each slot, we can see how
the overall interconnection pattern (A, B, C, D) to (C, A, D, B) is accomplished. Thus
for example, the output of the top third-stage space switch is C and A, and the out-
put of the corresponding TSI switch is the frame with C in the first slot and A in the
second slot.

The introduction of TSI switches at the input and output stages and the introduction
of a single time-shared crossbar switch result in a much more compact design than
space switches. The replacement of the N original input lines by the N/n TDM lines
also leads to a compact design. For example, consider the design of a nonblocking
4096 × 4096 time-space-time switch that has input frames with 128 slots. Because
N = 4096 and n = 128, we see that N/n = 32 input TSI switches are required in the
first stage. The nonblocking requirement implies that the frames between the input
stage and the intermediate stage must be of size k = 2n − 1 = 255 slots. The internal
speed of the system is then approximately double that of the input lines. The time-
shared crossbar switch is of size 32 × 32. The resulting switch can be seen to be quite
compact.

TSI CHIPS
TSI functionality is incorporated into many microelectronic chips used in
SONET equipment. For example, framer chips in an OC-48 SONET line card take
an STS-48 stream, break it into its STS-1 components, and perform time-slot inter-
change prior to transferring the rearranged stream into a second stage switch.

Standalone time-space-time chips are also available. For example, a recent
chip has 64 inputs and 64 outputs, with each input and output consisting of an
STS-12 SONET signal. This single chip has a throughput of 40 Gbps and is equiv-
alent to a 768 × 768 STS-1 switch.

4.5 THE TELEPHONE NETWORK

The existing telephone network was developed to provide basic telephone service,
which involves the two-way, real-time transmission of voice signals. In its most basic
form, this service involves the transfer of an analog signal of a nominal bandwidth of
4 kHz across a sequence of transmission and switching facilities. We saw in Chapter 3
that the digital transmission capacity of this 4 kHz channel is about 45 kbps, which
is miniscule in relation to the speed of modern computers. Nevertheless, the ubiquity
and low cost of the telephone network make it an essential component of computer
communications.
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FIGURE 4.42 Circuit switching.

Telephone networks operate on the basis of circuit switching. Initially, circuit
switching involved the setting up of a physical path from one telephone all the way
across the network to the other telephone, as shown in Figure 4.42. At the telephone
offices operators would make physical connections that would allow electric current
to flow from one telephone to the other. The physical resources, such as wires and
switch connections, were dedicated to the call for its entire duration. Modern digital
telephone networks combine this circuit-switching approach to operating a network
with digital transmission and digital switching. In the following discussion we explain
how a telephone call is set up in a modern digital network.

Figure 4.43 shows the three phases of connection-oriented communications. When
a user picks up the phone, a current flow is initiated that alerts equipment in a switch
at the local telephone office of a call request. The switch prepares to accept the dialed
digits and then provides the user with a dial tone. The user then enters the telephone
number either by turning a dial that generates a sequence of pulses or by pushing a
series of buttons that generates a sequence of tones. The switch equipment converts
these pulses or tones into a telephone number.

In North America each telephone is given a 10-digit number according to the North
American numbering plan. The first three digits are the area code, the next three digits
are the central office code, and the last four digits are the station number. The first six
digits of the telephone number uniquely identify the central office of the destination
telephone. To set up a call, the source switch uses the telephone-signaling network
to find a route and allocate resources across the network to the destination office.9

This step is indicated by the propagation of signaling messages in Figure 4.43. The
destination office next alerts the destination user of an incoming call by ringing the

Source
Signal

Signal

Go
ahead Message ReleaseSignal

Destination

FIGURE 4.43 Telephone call setup.

9The telephone signaling network is discussed in Section 4.6.
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phone. This ring is sent back to the source telephone, and conversation can begin when
the destination phone is picked up. The call is now in the message transfer phase. The
call is terminated and the resources released when the users hang up their telephones.

The call setup procedure involves finding a path from the source to the destination.
Figure 4.44a shows a typical arrangement in a metropolitan area. Central offices are
connected by high-speed digital transmission lines that correspond to a group of trunks.
If the two telephones are connected to the same central office, that is, the two phones
are attached to switch A, then they are connected directly by the local switch. If the
two telephones are connected to different central offices (that is, A and B), then a route
needs to be selected.10

In the United States the telephone network is divided into local access and transport
areas (LATAs) that are served by the local exchange carriers (LECs). The LECs consist
of regional Bell operating companies (RBOCs) such as Verizon, BellSouth, and SBC.
Communication between LATAs is provided by separate independent interexchange
carriers (IXCs), that is, long-distance service providers such as AT&T, Sprint, and
MCI.11 Figure 4.44b shows how long distance calls are routed from a switch in the LATA
to a facility that connects the call to the network of one of a number of interexchange
carriers. The call is then routed through the network of the interexchange carrier to the
destination LATA and then to the destination telephone.

Now let us consider the end-to-end path that is set up between the source and the
destination telephones. In the majority of cases, the telephones are connected to their
local telephone office with a twisted pair of copper wires. The voice signal flows in
analog form from the telephone to the telephone office. The voice signal is converted

10The routing control procedures are discussed in Section 4.7.
11Further deregulation now allows the RBOCs to provide long-distance services in some states.
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into digital form using PCM at the line card interface where the copper wires connect to
the local telephone switch. The digitized voice signal flows from that point onward as a
sequence of PCM samples over a path that has been set up across the network. This path
consists of reserved time slots in transmission links that use TDM. The transmission
links connect digital switches in which TSI arrangements have been made during call
setup. Finally, at the destination switch the received PCM signal is converted back to
analog form and transmitted to the destination telephone over the pair of copper wires.

The pair of copper wires that connect the user telephones to their local offices is
called the “last mile,” which constitutes the remaining obstacle to providing end-to-
end digital connectivity. In the next section we discuss the structure of the last mile in
more detail.

4.5.1 Transmission Facilities

The user’s telephone is connected to its local telephone office by twisted-pair cop-
per wires that are called the local loop. The wire pairs are stranded into groups, and
the groups are combined in cables that can hold up to 2700 pairs. Wire pairs connect to
the telephone office at the distribution frame as shown in Figure 4.45. From the local
office the feeder cables extend in a star topology to the various geographic serving ar-
eas. Each feeder cable connects to a serving area interface. Distribution cables in turn
extend in a star topology from the serving area interface to the pedestals that connect
to the user’s telephone.
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FIGURE 4.45 Access transmission facilities.
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In the local loop a single pair of wires carries the information in both directions,
from the user to the local switch and from the local switch to the user. Inside the network
a separate pair of wires is used for each direction of signal flow. As shown in Figure 4.46,
at the interface to the switch a device called a hybrid transformer converts the signals
from the incoming wire pair to the four-wire connection that is used inside the network.
These hybrid transformers tend to reflect some of the arriving signal resulting in echoes
that under certain conditions can be disturbing to speakers and that can impair digital
transmission. For these reasons, echo-cancellation devices have been developed that
estimate the echo delay and use a properly delayed and scaled version of the transmitted
signal to cancel the arriving echoes.

The twisted-wire pairs that connect the user to the local switch can be used to carry
high-speed digital signals using ADSL and other digital transmission technologies as
discussed in Chapter 3. In many instances the feeder cable that connects the serving
area interface to the local switch is being replaced with an optical fiber that carries
time-division multiplexed traffic. In this case the service area interface carries out the
conversion to and from PCM. As optical fiber extends closer to the user premises, the
distance that needs to be covered by the twisted-wire pairs is reduced. Table 3.5 in
Chapter 3 shows that at sufficiently short distances it is then possible to deliver bit rates
in the tens of megabits/second to the user premises. In the future this deployment of
optical fiber is likely to be one of the approaches that will be used to provide much
higher bit rates to the user premises.

In addition to handling the analog telephone traffic from its serving areas, a local
telephone switching office must handle a multiplicity of other types of transmission
lines. These include digital lines of various speeds from customer premises, private
lines, foreign exchange lines, lines from cellular telephone networks, and high-speed
digital transmission lines to the backbone of the network. A digital cross-connect system
is used to organize the various types of lines that arrive and depart from a telephone
office. A digital cross-connect (DCC) system is simply a digital time-division switch
that is used to manage the longer-term flows in a network. DCCs typically deal with
signals at DS1 and DS3 rates. Unlike the time-division switches that deal with individual
telephone calls, DCC systems are not controlled by the signaling process associated
with call setup. Instead they are controlled by the network operator to meet network
configuration requirements.

Figure 4.47 shows how a DCC system can be used to interconnect various types
of traffic flows in a telephone central office. The local analog telephone signals on the
left side are digitized and then input into the DCC system. The other traffic on the left
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FIGURE 4.47 Digital cross-connect system.

side are local digital traffic and digital trunks connected to other offices. Some of
these inputs are permanently connected as “tie lines” that interconnect customer sites;
some of the other inputs may originate in other central offices and be permanently
connected to foreign exchange lines that access an international gateway. Voice traffic
that needs to be switched is routed from the input lines to a digital switch that is attached
to the DCC system. The DCC system provides a flexible means for managing these
connections on a semipermanent basis.

The transmission facilities between switches in the telephone network are becoming
dominated by SONET-based optical transmission equipment using linear and ring
topologies as discussed earlier in Section 4.2. DCC systems can be combined with
SONET transmission systems to configure the topology “seen” by the telephone
switches during call setup. As an example, in Figure 4.48 we show a SONET net-
work that has a “stringy” physical topology. The SONET tributaries can be configured
using add-drop multiplexers and a DCC system so tributaries interconnect the switches
to produce the topology shown in part (b). In particular note that the maximum number
of hops between any pair of switches is two hops instead of the four hops in the physical

ADM(a)

(b)

ADM

ADM

ADM ADMDCC

FIGURE 4.48 Digital cross-connect
and SONET: (a) a physical SONET
topology using ADMs and DCC systems;
(b) a logical topology as seen by
switches connected to ADMs.
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topology. One benefit of decreasing the number of hops between switches is to simplify
the routing procedure that is implemented by the switches.

DCC and SONET equipment can also be combined to provide network recovery
from faults. For example, standby tributaries may be set up to protect against failures.
Should a fault occur, the standby tributaries are activated to restore the original logical
topology seen by the switches. This approach reduces the actions that the network
switches must take in response to the failure.

4.5.2 End-to-End Digital Services

Since the inception of telephony, the telephone user has been connected to the telephone
office by a pair of copper wires in the local loop. This last mile of the network has
remained analog even as the backbone of the network was converted to all-digital
transmission and switching. In the mid-1970s it became apparent that the demand for
data services would necessitate making the telephone network entirely digital as well as
capable of providing access to a wide range of services including voice and data. In the
early 1980s the CCITT developed the Integrated Services Digital Network (ISDN)
standards for providing end-to-end digital connectivity.

The ISDN standards define two interfaces between the user and the network as
shown in Figure 4.49. The purpose of the interfaces is to provide access to various
services that are possibly supported by different networks. The basic rate interface
(BRI) provides the user with two 64 kbps bearer (B) channels and one 16 kbps data
(D) channel. The primary rate interface (PRI) provides users with 23B+1D channels in
North America and Japan and 30B+1D channels in Europe. The primary rate formats
were clearly chosen to fit the T-1 and CEPT-1 frame formats in the digital multiplexing
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FIGURE 4.49 Integrated Services Digital Network.
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HOW DOES THE OSI REFERENCE MODEL APPLY
TO THE TELEPHONE NETWORK?
The telephone network was established well before the OSI reference model, and
so there is not a perfect fit between the model and the telephone network. However,
the ISDN standards do help to clarify this relationship. The telephone network (and
circuit switching in general) require two basic functions: (1) signaling to establish
and release the call and (2) end-to-end transmission to transfer the information
between the users. ISDN views these two functions as separate and indeed as being
provided by different networks (see Figure 4.49).

The signaling function is in fact a distributed computer application that involves
the exchange of signaling messages between users and the network and between
switches in the network to control the setup and release of calls. This process in-
volves the use of all the layers in the OSI reference model. The set of protocols that
implement signaling in the telephone network is said to constitute the control plane.
We discuss these protocols in the next section.

The set of protocols that implement the transfer of information between users
is called the user plane. In the case of an end-to-end 64 kbps connection, the control
plane sets up the connection across the network. The user plane consists of an end-
to-end 64 kbps flow and so involves only the physical layer. End users are free to
use any higher-layer protocols on this digital stream.

This ISDN framework has been generalized so that the control plane is used to
establish virtual connections in the user plane that involve more than just the physical
layer. For example, the original ISDN standards defined a “packet mode” service
in which an OSI layer-3 connection is set up across a packet-switching network.
Subsequently a “frame relay mode” was defined to establish an end-to-end data-link
layer connection between two terminals attached to a public network.

hierarchy. Each B channel is bidirectional and provides a 64 kbps end-to-end digital
connection that can carry PCM voice or data. The primary function of the D channel is to
carry signaling information for the B channels at the interface between the user and the
network. Unlike traditional signaling between the user and the network, ISDN signaling
is out of band, that is, the signaling messages are carried in a separate channel than
the user information. The D channel can also be used to access a packet network. The
D channel is 64 kbps in the primary rate interface. Additional H channels have been
defined by combining B channels to provide rates of 384 kbps (H0), 1.536 Mbps (H11),
and 1.920 Mbps (H12).

The basic rate interface was intended as a replacement for the basic telephone
service. In North America the associated transmission format over twisted-wire pairs
was selected to operate at 160 kbps and use the band that is occupied by traditional
analog voice. The two B channels could provide two digital voice connections, and
the D channel would provide signaling and access to a packet network. In practice,
the 2B channels in the basic rate interface found use in digital videoconferencing
applications and in providing access to Internet service providers at speeds higher than
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those available over conventional modems. The primary rate interface was intended
for providing access from user premises equipment such as private branch exchanges
(PBXs) and multiplexers to the network.12

ISDN was very slow in being adopted primarily because few services could use it.
The growth of the Internet as a result of the World Wide Web stimulated the deployment
of ISDN as an alternative to telephone modems. However, as discussed in Chapter 3,
alternative ADSL transmission techniques for providing much higher speeds over the
local loop are currently being introduced instead to meet the demand for high-speed
Internet access. These techniques coexist with the regular analog telephone signal and
do not interact with the telephone network.

As the ISDN standard was being completed, the interest in high-definition television
and high-speed data interconnection prompted new work on a broadband ISDN (BISDN)
standard. The very high bit rate required by these applications necessitated access
speeds much higher than those provided by ISDN. The BISDN effort resulted in much
more than an interface standard. An entirely new network architecture based on the
connection-oriented transfer and switching of small fixed-length packets, known as
asynchronous transfer mode (ATM), emerged as a target network for supporting a very
wide range of services. ATM networks are discussed in detail later in Chapter 9.

4.6 SIGNALING

To set up a connection in a circuit-switching network a series of transmission lines, mul-
tiplexers, and switches must be configured so that information can flow in uninterrupted
fashion from sender to receiver. Some form of signaling to coordinate the configuration
is always required. In the very earliest telephone systems, end-to-end dedicated circuits
were set up manually to connect each pair of users. The “signaling” here consisted
of pieces of paper directing craftsmen to configure the appropriate connections. This
approach is in use, even today, in configuring SONET paths where work orders direct
the manual configuration of ADMs. In the next section, we discuss how the telephone
network evolved to provide automated signaling. We also give an overview of areas
where signaling is being introduced in new networks.

4.6.1 Signaling in the Telephone Network

The development of the telephone switchboard to establish connections dynamically
between users fostered the development of new signaling procedures. Ringing sounds
and flashing lights were incorporated into telephone sets to allow users to signal for a
connection. An operator would then speak to the user and determine what connection
was required. If more than one telephone office was involved, operators would speak

12A PBX is a switch in the user premises (i.e., an office) that provides connection services for intrapremise
calls and that controls access to public and private network services.
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FIGURE 4.50 Stored-program control
switches.

to each other to coordinate the establishment of a connection. For example, the earliest
long-distance connections were established manually; a connection from San Francisco
to New York would take 23 minutes to establish by hand.

Eventually various standard methods were developed to automate the establishment
of connections. For example, the lifting of the handset in a traditional phone closes a
circuit that allows current to flow from the telephone office to the telephone and back.
This flow is used to signal a request for a call. In traditional phones, the turning of a
dial generates a series of current pulses that can be counted to determine the desired
telephone number. The electromechanical Strowger switch could be controlled by a
sequence of these pulses to automatically establish a telephone circuit.

As shown in Figure 4.50, in traditional networks signaling information would
arrive in telephone lines and be routed to the control system. Initially, hard-wired elec-
tromechanical or electronic logic was used to process these signaling messages. Later
stored-program control (SPC) switches were introduced in which computers would
control the setting up of connections in the switch, as shown in Figure 4.50. Through
the intervention of the stored-program control computer, a request for a call would
come in, a check would be made to see whether the destination was available, and if so,
the appropriate connection would be made. The use of a program to control the switch
provided great flexibility in modifying the control and in introducing new features.

As shown in Figure 4.51, setting up a call also required that the computers control-
ling the switches communicate with each other to exchange the signaling information.
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Modem Processor

Office A Office B
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FIGURE 4.51 Common channel signaling.
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FIGURE 4.52 Signaling network: Messages are transmitted in the signaling
network to set up connections in the transport network.

A modem and separate communication lines were introduced to interconnect these
computers. This situation eventually led to the introduction of a separate computer
communications network to carry the signaling information.

Consider the operation of the signaling network. Its purpose is to implement
connectivity between the computers that control the switches in the telephone network
by providing for the exchange of messages. Figure 4.52 shows the telephone network
as consisting of two parts: a signaling network that carries the information to control
connections and a transport network that carries the user information. Communications
from the user are split into two streams at the service switching point (SSP). The
signaling information is directed toward the signaling network where it is routed and
processed as required. The signaling system then issues commands to the switches
to establish the desired connection. The signaling network functions much like the
“nervous system” of the telephone network, directing the switches and communication
lines in the network to be configured to handle the various connection requests. The
second stream in the SSP consists of the user information that is directed to the transport
network where it flows from one user to the other. Note that the signaling network does
not extend to the user because of security concerns. Separate user-to-network signaling
procedures are in place.

The function of the signaling network is to provide communications between the
computers that control the switches. The computers communicate through the exchange
of discrete messages. The best way of implementing such a network is through a packet-
switching network that transfers information in the form of packets between network
elements. The introduction of a packet-switching signaling network in digital telephony
is important, since it is at this point that the evolution of the signaling network for
telephony converges with the evolution of computer networks. In the next section we
discuss the layered architecture of the telephone signaling system.

Because uninterrupted availability of telephone service is extremely important, reli-
ability was built into the packet-switching network for signaling. The packet-switching
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nodes (signal transfer points or STPs) are interconnected as shown in Figure 4.52. Any
given region has two STPs that can reach any given office, so if one STP goes down
the other is still available.

The processing of a connection request may involve going to databases and special
purpose processors at the service control points (SCPs) in Figure 4.52. As signaling
messages enter the network, they are routed to where a decision can be made or where
information that is required can be retrieved. In the early 1970s telephone companies
realized that the signaling network (and its computer control) could be used to enhance
the basic telephone service. Credit-card calls, long-distance calls, 800 calls, and other
services could all be implemented by using this more capable signaling network. In
the case of credit-card calls, a recorded message could request the credit-card number.
The digits would be collected, and a message would be sent to a database to check the
credit-card number; if authorized, the call would then be set up.

Telephone companies use the term intelligent network to denote the use of an
enhanced signaling network that provides a broad array of services. These services
include identification of the calling person, screening out of certain callers, callback of
previous callers, and voice mail, among others. As shown in Figure 4.53, the addition
of new devices, “intelligent peripherals,” to the intelligent network enables other new
services. For example, one such device can provide voice recognition. When making
a call, your voice message might be routed to this intelligent peripheral, which then
decodes what you are saying and translates it into a set of actions that the signaling
network has to perform in order to carry out your transaction.

Another service that intelligent networks provide is personal mobility. Personal
mobility allows the user who subscribes to the service to have a personal ID. Calls
to the user are not directed to a specific location in the network. Instead the net-
work dynamically keeps track of where the user is at any given time and routes calls
accordingly.

4.6.2 Signaling System #7 Architecture

From the above discussion we see that two classes of functions are involved in operating
a telephone network. The first class of functions is associated with the transfer of the
user’s information and belongs to the user or data plane. The second class of functions
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is associated with the setting up, monitoring, and tearing down of connections and
belongs to the control plane. In the telephone network the user plane is very simple;
it consists of physical layer connections for the transfer of voice signals. The control
plane of the telephone network is quite sophisticated and involves an entire packet-
switching network, the Signaling System #7. The Signaling System #7 (SS7) network is
a packet network that controls the setting up, managing, and releasing of telephone calls.
The network also provides support for intelligent networks, mobile cellular networks,
and ISDN. The SS7 network architecture is shown in Figure 4.54.

This architecture uses “parts” instead of “layers.” The message transfer part (MTP)
corresponds to the lower three layers of the OSI reference model. Level 1 of the MTP
corresponds to the physical layer of the signaling links in the SS7 networks. Physical
links have been defined for the following transmission speeds: E-1 (2.048 Mbps =
32 channels at 64 kbps each), T-1 (1.544 Mbps = 24 channels at 64 kbps each), V-35
(64 kbps), DS-0 (64 kbps), and DS-0A (56 kbps). These telephone transmission stan-
dards were discussed earlier in this chapter.

MTP level 2 ensures that messages are delivered reliably across a signaling link.
This level corresponds to the data link layer in the OSI reference model. The MTP level 3
ensures that messages are delivered between signaling points across the SS7 network.
Level 3 provides routing and congestion control that reroutes traffic away from failed
links and signaling points.

The ISDN user part (ISUP) protocols perform the basic setup, management, and
release of telephone calls. The telephone user part (TUP) is used instead in some
countries.

The MTP addresses the signaling points, but is not capable of addressing the var-
ious applications that may reside within a signaling point. These applications include
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800-call processing, calling-card processing, call management services, and other in-
telligent network services. The signaling connection control part (SCCP) allows these
applications to be addressed by building on the MTP to provide connectionless and
connection-oriented service. The SCCP can also translate “global titles” (e.g., a dialed
800 number or a mobile subscriber number) into an application identifier at a destina-
tion signaling point. This feature of SCCP is similar to the Internet DNS and assists in
the routing of messages to the appropriate processing point.

The transaction capabilities part (TCAP) defines the messages and protocols that
are used to communicate between applications that use the SS7 network. The TCAP
uses the connectionless service provided by the SCCP to support database queries that
are used in intelligent networks.

TRENDS IN SIGNALING
The notions of signaling and control plane were developed around the telephone
network, but are currently being adapted and evolved in the context of the Internet.
Recent work on Internet protocols has developed generic signaling protocols that
can be used to allocate transmission and switching resources to given flows, that is,
connections, along a path across a network. The RSVP protocol was developed for
the establishment of packet connections with service guarantees across an Internet,
but the protocol has been extended so that it can be used to set up SONET paths
across a SONET network as well as lightpaths across an optical network. We discuss
this type of signaling in Chapter 10.

A second type of signaling involves the exchange of messages between end
systems prior to the establishment of a connection. The Session Initiation Protocol,
also discussed in Chapter 10, is an application protocol that can be used to establish,
modify, and terminate multimedia sessions involving two or more participants. SIP
can provide the rich set of features of the telephone system, but supports an even
richer and more versatile set of connection types.

◆ 4.7 TRAFFIC AND OVERLOAD CONTROL
IN TELEPHONE NETWORKS

In this section we consider the dynamic aspects of multiplexing the information flows
from various users into shared high-speed digital transmission lines. We begin by look-
ing at the problem of concentration, which involves the sharing of a number of trunks
by a set of users. Here we examine the problem of ensuring that there are sufficient
resources, namely, trunks, to provide high availability, that is, low probability of block-
ing. We find that concentration can lead to very efficient usage of network resources
if the volume of traffic is sufficiently large. We next discuss how this result influences
routing methods in circuit-switching networks. Finally we consider approaches for
dealing with overload conditions.
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4.7.1 Concentration

Telephone networks are engineered so that, under normal circumstances, there is very
little chance that a request for a connection cannot be met. In fact telephone networks
make extensive use of concentration to make efficient use of their transmission facilities
and to turn a healthy profit from offering telephone service. In this section we explain
the statistical basis for the “magic” behind concentration.

Concentration addresses the situation where a large number of users alternate
between periods when they need connections and periods when they are idle. In this
situation it does not make sense to assign channels to all users all the time. Concentration
involves the dynamic sharing of a number of communication channels among a larger
community of users.

In Figure 4.55 numerous users at a given site, each connected to a local concentrator,
share expensive trunks provided by a high-speed digital transmission line to connect to
another location, for example, a telephone central office or another user site. When a
user on one end wishes to communicate with a user at the other end, the concentrator
assigns a communication line or trunk for the duration of the call. When the call is
completed, the transmission line is returned to the pool that is available to meet new
connection requests. Note that signaling between concentrators is required to set up
and terminate each call. The number of trunks in use varies randomly over time but is
typically much smaller than the total number of lines. We say that a connection request
is blocked when no trunks are available. The objective here is to minimize the number
of trunks, while keeping the probability of blocking to some specified level.

Figure 4.56 shows the occupancy of a set of seven trunks over time. The shaded
rectangles indicate periods when a given trunk is in use. The upper part of the figure
shows the corresponding N (t), the number of trunks in use at time t . In this example
the system is in a blocking state when N (t) = 7.

The users require trunk connections in a sporadic and unscheduled manner. Never-
theless, the statistical behavior of the users can be characterized. In particular it has been
found that the users as a group make requests for connections according to a Poisson
process with connection request or arrival rate λ calls/second. A Poisson process is
characterized by the following two properties:

1. In a very small time interval of duration � seconds, only two things can happen:
There is a request for one call, with probability λ�, or there are no requests for calls,
with probability 1 − λ�.

2. The arrivals of connection requests in different intervals are statistically independent.

Fewer
trunks

Many
lines

FIGURE 4.55 Concentration (bold lines indicate
lines/trunks that are in use).
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FIGURE 4.56 Number of trunks in use as a function of time.

The first property states that the rate at which call requests are made is uniform over
time. For example, it does not depend on the number of users already connected. The
second property states that the pattern of prior requests does not influence the likelihood
of a request occurring in a given time interval. Both of these properties are reasonable
when dealing with the aggregate behavior of a large number of people. The analysis
of the trunk concentration problem is carried out in Appendix A. We only present the
results of the analysis here.

The time that a user maintains a connection is called the holding time. In general,
the holding time X is a random variable. The average holding time E[X ] can be viewed
as the amount of “work” that the transmission system has to do for a typical user. In
telephone systems typical conversations have a mean holding time of several minutes.
The offered load a is defined as the total rate at which work is offered by the community
of users to the multiplexing system, as measured in Erlangs:

a = λ × E[X ] (Erlangs) (4.5)

One Erlang corresponds to an offered load that would occupy a single trunk 100 per-
cent of the time, for example, an arrival rate of λ = 1 call/second and a call holding
time of E[X ] = 1 second/call would occupy a single trunk all of the time. Typically
telephone systems are designed to provide a certain level or “grade” of service during
the busy hour of the day. Measurements of call attempts reveal clear patterns of activity
and relatively stable patterns of call attempts. For example, in office settings the call
rate peaks in mid-morning, drops during lunch hour, and peaks again in mid-afternoon.
In the subsequent discussion the offered load should be interpreted as the load during
the busy hour.
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FIGURE 4.57 Blocking probability for offered load versus number
of trunks: Blocking probability decreases with the number of trunks.

The blocking probability Pb for a system with c trunks and offered load a is given
by the Erlang B formula:

Pb = B(c, a) = ac/c!
c∑

k=0
ak/k!

(4.6)

where k! = 1 × 2 × 3 . . . × (k − 1) × k.
Figure 4.57 shows the blocking probability for various offered loads as the number

of trunks c is increased. As expected, the blocking probability decreases with the number
of trunks. A 1% blocking probability is typical in the design of trunk systems. Thus
from the figure we can see that four trunks are required to achieve this Pb requirement
when the offered load is one Erlang. On the other hand, only 16 trunks are required
for an offered load of nine Erlangs. This result shows that the system becomes more
efficient as the size of the system increases, in terms of offered load. The efficiency can
be measured by trunk utilization that is defined as the average number of trunks in use
divided by the total number of trunks. The utilization is given by

Utilization = λ(1 − Pb)E[X ]/c = (1 − Pb)a/c (4.7)

Table 4.2 shows the trunk utilization for the various offered loads and Pb = 0.01.
Note that for small loads the utilization is relatively low. In this case extra trunks are
required to deal with surges in connection requests. However, the utilization increases
as the size of the systems increases in terms of offered load. For a load of two Erlangs,
a total of 7 trunks is required; however, if the load is tripled to six Erlangs, the number
of trunks required, 13, is less than double. The entry in Table 4.2 for offered loads of
50 and 100 Erlangs shows that high utilization is possible when the offered loads are
large. These examples demonstrate how the sharing of network resources becomes
more efficient as the scale or size of the system increases. The improvement in system
performance that results from aggregating traffic flow is called multiplexing gain.

Telephone networks have traditionally been engineered for probability of blocking
of 1% during the busy hour of the day. The actual call request rates at other times of
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TABLE 4.2 Trunk utilization.

Load Trunks @ 1% Utilization

1 5 0.20
2 7 0.29
3 8 0.38
4 10 0.40
5 11 0.45
6 13 0.46
7 14 0.50
8 15 0.53
9 17 0.53

10 18 0.56
30 42 0.71
50 64 0.78
60 75 0.80
90 106 0.85

100 117 0.85

the day can be much lower, so the probability of blocking is even lower. In fact, users
have come to expect that the network is always available to complete a connection.

4.7.2 Routing Control

Routing control refers to the procedures for assigning paths in a network to connec-
tions. Clearly, connections should follow the most direct route, since this approach
uses the fewest network resources. However, we saw in Section 4.7.1 that when traffic
flows are not large the required set of resources to provide high availability, that is, a
blocking probability of 1%, will be used inefficiently. Economic considerations lead to
an approach that provides direct trunks between switches that have large traffic flows
between them and that provide indirect paths through tandem switches for smaller
flows.

A hierarchical approach to routing is desirable when the volume of traffic between
switches is small. This approach entails aggregating traffic flows onto paths that are
shared by multiple switches. Consider the situation in Figure 4.58 where switches A,
B, and C have 10 Erlangs of traffic to D, E, and F. Suppose that switches A, B, and C
are close to each other and that they have access to tandem switch 1. Similarly, suppose

A

B

C

D

E

F

(b)

A B C D E F

Tandem
switch 1

Trunk
group

Tandem
switch 2

(a)

10 Erlangs between each pair 90 Erlangs when combined

FIGURE 4.58 Hierarchical routing control.
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that switches D, E, and F are close to each other and have access to tandem switch 2.
Furthermore, suppose that the distances between switches A, B, and C and D, E, and
F are large. From Table 4.2, each pair of switches requires 18 long distance trunks
to handle the 10 Erlangs of traffic at 1% blocking probability. Thus the approach in
Figure 4.58a requires 9 × 18 = 162 trunks. Concentrating the traffic flows through the
tandems reduces to 106 the number of trunks required to handle the combined 90 Erlangs
of traffic. The second approach does require the use of local trunks to the tandem switch,
and so the choice depends on the relative costs of local and long-distance trunks.

The increase in efficiency of trunk utilization that results from the increased offered
load introduces a sensitivity problem. The higher efficiency implies that a smaller
number of spare circuits is required to meet the 1% blocking probability. However, the
smaller number of spare circuits makes the system more sensitive to traffic overload
conditions. For example, if each trunk group in part (a) is subjected to an overload of
10% the resulting offered load of 11 Erlangs on the 17 trunks results in an increased
blocking probability of 2.45%. On the other hand, the 10% overload on the trunk group
in part (b) results in an offered load of 99 Erlangs to 106 trunks. The blocking probability
of the system increases dramatically to 9.5%. In other words, the blocking probability
for large systems is quite sensitive to traffic overloads, and therefore the selection of
the trunk groups must provide a margin for some percentage of overload.

Figure 4.59 shows a typical approach for routing connections between two switches
that have a significant volume of traffic between them. A set of trunks is provided
to directly connect these two switches. A request for a connection between the two
switches first attempts to engage a trunk in the direct path. If no trunk is available in the
direct path, then an attempt is made to secure an alternative path through the tandem
switch. The number of trunks in the direct route is selected to have a high usage and
hence a blocking probability higher than 1% say, 10%. The number of trunks available
in the alternative route needs to be selected so that the overall blocking probability
is 1%. Note that because only 10% of the traffic between the switches attempts the
alternative route, a 10% blocking probability on the alternative path is sufficient to
bring the overall blocking probability to 1%. It should be noted also that the Erlang
formula cannot be applied directly in the calculation of blocking probability on the
alternative route. The reason is that the requests for routes to the tandem switch arrive
only during periods when the high-usage route is unavailable. The method for handling
this case is discussed in [Cooper 1981].

Figure 4.60 shows a more realistic scenario where the tandem switch handles
overflow traffic from some high-usage trunk groups and direct traffic between switches
that have small volumes of traffic between them. Note that in this case the traffic

Tandem
switch

Alternative
route

High-usage route
SwitchSwitch

FIGURE 4.59 Alternative routing.
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FIGURE 4.60 Typical routing scenario.

between switches A and D must be provided with a 1% blocking probability, while a
10% blocking probability is sufficient for the other pairs of switches. To achieve this
blocking probability the traffic from A to D must receive a certain degree of preferential
access to the trunks between the tandem switches.

Traffic flows vary according to the time of day, the day of the week, and even the
time of year. The ability to determine the state of network links and switches provides
an opportunity to assign routes in more dynamic fashion. For example, time/day differ-
ences between the East Coast and the West Coast in North America allow the network
resources at one coast to provide alternative routes for traffic on the other coast during
certain times of the day. Dynamic nonhierarchical routing (DNHR) is an example of
this type of dynamic approach to routing calls. As shown in Figure 4.61, the first route
attempt between two switches consists of a direct route. A certain number of tandem
switches is capable of providing a two-hop alternative route. The order in which tan-
dem switches are attempted as alternative routes is determined dynamically according
to the state of the network. The AT&T long-distance network consists of approximately
100 switches almost interconnected entirely with direct links. This topology allows the
use of DNHR [Carne 1995].

4.7.3 Overload Controls

Traffic and routing control are concerned with the handling of traffic flows during
normal predictable network conditions. Overload control addresses the handling of
traffic flows during unexpected or unusual conditions, such as occur during holidays

Tandem
switch 1

Switch A Switch B

High-usage route

Alternative routes

Tandem
switch 2

Tandem
switch 3

FIGURE 4.61 Dynamic
nonhierarchical routing: If the
high-usage route between two
switches is unavailable, several
alternative routes may be used
as needed.
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FIGURE 4.62 Traffic overload: As the
offered load reaches network capacity, the
carried load decreases.

(Christmas, New Year’s Day, and Mother’s Day), catastrophes (e.g., earthquakes), or
equipment failures (e.g., a fire in a key switch or a cut in a key large-capacity optical
fiber).

Overload conditions result in traffic levels that the network equipment has not been
provisioned for and if not handled properly can result in a degradation in the level of
service offered to all network customers. The situation can be visualized as shown in
Figure 4.62. Under normal conditions the traffic carried by the network increases or
decreases with the traffic that is offered to it. As the offered traffic approaches network
capacity, the carried traffic may begin to fall. The reason for this situation is that as
network resources become scarce, many call attempts manage to seize only some of
the resources they need and ultimately end up uncompleted. One purpose of overload
control is to ensure that a maximum number of calls are completed so that the carried
load can approach the network capacity under overload conditions.

Network monitoring is required to identify overload conditions. Clearly the traffic
loads at various links and switches need to be measured and tracked. In addition, the
success ratio of call attempts to a given destination also needs to be monitored. The
answer/bid ratio measures this parameter. The traffic load measurement in combination
with the answer/bid ratio is useful in diagnosing fault conditions. For example, the
failure of switch A will result in an increased traffic level at other switches due to
reattempts from callers to switch A. The increased traffic load indicates a problem
condition but is not sufficient to identify the problem. The answer/bid ratio provides the
information that identifies switch A as the location of the problem. Network monitoring
software is used to process alarms that are set by the monitoring system to diagnose
problems in the network.

Once an overload condition has been identified, several types of actions can
be taken, depending on the nature of the problem. One type of overload control
addresses problems by allocating additional resources. Many transmission systems
include backup redundant capacity that can be activated in response to failures. For
example, SONET transmission systems use a ring topology of add-drop multiplexers
to provide two paths between any two stations on the ring. Additional redundancy can
be provided by interconnecting SONET rings using DCCs. Dynamic alternative routing
provides another approach for allocating resources between areas experiencing high
levels of traffic.
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Certain overload conditions cannot be addressed by allocation of additional
resources. The overload controls in this case act to maximize the efficiency with which
the available resources are utilized. For example, in the case of networkwide conges-
tion the routing procedures could be modified so that all call attempts, if accepted, are
met using direct routes. Alternative routes are disallowed because they require more
resources to complete calls. As a result, the traffic carried by the network is maximized.

Another overload condition occurs when a certain area experiences extreme levels
of inbound and outbound traffic as may result from the occurrence of a natural disaster.
A number of overload controls have been devised to deal with this situation. One
approach involves allowing only outbound traffic to seize the available trunks. This
approach relieves the switches in the affected area from having to process incoming
requests for calls while allowing a maximum of outbound calls to be completed. A
complementary control involves code blocking, where distant switches are instructed
to block calls destined for the affected area. A less extreme measure is to pace the rate
at which call requests from distant switches to the affected area are allowed to proceed.

It should be noted that all of the above overload controls make extensive use of the
signaling system. This dependence on the signaling system is another potential source
of serious problem conditions. For example, faulty signaling software can result in
abnormal levels of signaling traffic that in turn can incapacitate the network. Clearly,
overload control mechanisms are also essential for the signaling system.

4.8 CELLULAR TELEPHONE NETWORKS

The first generations of cellular telephone networks extend the basic telephone service
to mobile users with portable telephones. Unlike conventional telephone service where
the call to a telephone number is directed to a specific line that is connected to a specific
switch, in cellular telephony the telephone number specifies a specific subscriber’s
mobile station (telephone). Much of the complexity in cellular telephony results from
the need to track the location of the mobile station. In this section we discuss how radio
transmission systems and the telephone network infrastructure are organized to make
this service possible.

Radio telephony was first demonstrated in the early 1900s when an analog voice
signal was modulated onto a radio wave. Because electromagnetic waves propagate
over a wide geographical area, they are ideally suited for a radio broadcasting service
where information from a source or station is transmitted to a community of receivers
that is within range of the signal. The economics of this type of communication dictate
that the cost can be high for the station equipment but that the cost of the receivers must
be low so that the service can become available to a large number of users. Commercial
broadcast radio was introduced in the early 1920s, and within a few years the service
was used by millions of homes.

The introduction of commercial radio resulted in intense competition for frequency
bands. The signals from different stations that use the same frequency band will inter-
fere with each other, and neither signal will be received clearly. A limited number of
frequencies are available, so in the 1930s it became clear the regulation was needed to
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control the use of frequency bands. Governments established agencies responsible for
determining the use and the allocation of frequency bands to various users.

Radio transmission makes communications possible to mobile users. Early mobile
radio telephone systems used a radio antenna installed on a hill and equipped with a
high-power multichannel transmitter. Transmission from the mobile users to the antenna
made use of the power supplied by the car battery. These systems provided commu-
nications for police, taxis, and ambulance services. The limited amount of available
bandwidth restricted the number of calls that could be supported and hence the number
of subscribers that could use such systems was limited. For example, in the late 1940s,
the mobile telephone service for the entire New York City could only support 543 users
[CSTB 1997].

The scarcity of the radio frequency bands that are available and the high demand
for their use make frequency spectrum a precious resource. Transmission of a radio
signal at a certain power level results in a coverage area composed of the region where
the signal power remains significant. By reducing the power level, the coverage area
can be reduced and the frequency band can then be reused in nearby adjacent areas.
This frequency-reuse principle forms the basis for cellular radio communications.

In cellular radio communications, a region, for example, a city, is divided into a
number of geographical areas called cells and users within a cell communicate using a
band of frequencies.13 Figure 4.63 shows how a region can be partitioned in a honey-
comb pattern using hexagonal cells. Cell areas are established based on the density of
subscribers. Large cells are used in rural areas, and small cells are used in urban areas.
As shown in Figure 4.64, a base station is placed near the center of each cell. The base
station has an antenna that is used to communicate with mobile users in its vicinity.

13Unfortunately, the term cell appears in two separate and unrelated areas in networks. The geographic
“cells” in a cellular network have nothing to do with the fixed-packet “cells” that are found in ATM
networks. The context is usually sufficient to determine what kind of cell is being discussed.
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FIGURE 4.64 Components
of a cellular network.

Each base station has a number of forward channels available to transmit to its mobile
users and an equal number of reverse channels to receive from its mobile users.14

Base stations are connected by a wireline transmission link or by point-to-point
microwave radio to a telephone switch, called the mobile switching center (MSC),
which is sometimes also called the mobile telephone switching office (MTSO). The
MSC handles connections between cells as well as to the public switched telephone
network. As a mobile user moves from one cell to another, a handoff procedure is
carried out that transfers the connection from one base station to the other, allowing the
call to continue without interruption.

In general, immediately adjacent cells cannot use the same set of frequency chan-
nels because doing so may result in interference in transmissions to users near their
boundary.15 The set of available radio channels are reused following the frequency-
reuse pattern. For example, Figure 4.63 shows a seven-cell reuse pattern in which
seven disjoint sets of frequency channels are reused as shown. This pattern introduces a
minimum distance of one cell between cells using the same frequency channels. Other
reuse patterns have reuse factors of 4 and 12. As traffic demand grows, additional
capacity can be provided by splitting a cell into several smaller cells.

As an example consider the Advanced Mobile Phone Service (AMPS), which is
an analog cellular system still in use in North America. In this system the frequency

14The channels are created by using frequency-division multiple access (FDMA), time-division multiple
access (TDMA), or code-division multiple access (CDMA). These techniques are explained in Chapter 6.
15An exception is CDMA, which allows the same “code division” channel to be reused in adjacent cells.
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band 824 to 849 MHz is allocated to transmissions from the mobile station to the
base station, and the band 869 to 894 MHz is allocated to transmissions from the base
station to the mobile station. AMPS uses a 30 kHz channel to carry one voice signal,
so the total number of channels available in each direction is 25 MHz/30 kHz = 832
channels. The bands are divided equally between two independent service providers, so
each cellular network has 416 bidirectional channels. Each forward and reverse channel
pair has frequency assignments that are separated by 45 MHz. This separation between
transmit and receive channels reduces the interference between the transmitted signal
and the received signal.

A small number of channels within each cell have been designated to function as
setup channels. For example, the AMPS system allocates 21 channels for this purpose.
These channels are used in the setting up and handing off of calls as follows. When
a mobile user turns on his or her unit, the unit scans the setup channels and selects
the one with the strongest signal. Henceforth it monitors this setup channel as long as
the signal remains above a certain threshold. To establish a call from the public telephone
network or from another mobile user to a mobile user, the MSC sends the call request
to all of its base stations, which in turn broadcast the request in all the forward setup
channels, specifying the mobile user’s telephone number. When the desired mobile
station receives the request message, it replies by identifying itself on a reverse setup
channel. The corresponding base station forwards the reply to the MSC and assigns
a forward and reverse voice channel. The base station instructs the mobile station to
begin using these channels, and the mobile telephone is rung.

To initiate a call, the mobile station sends a request in the reverse setup channel.
In addition to its phone number and the destination phone number, the mobile station
also transmits a serial number and possible password information that is used by the
MSC to validate the request. This call setup involves consulting the home location
register, which is a database that contains information about subscribers for which
this is the home area. The validation involves the authentication center, which con-
tains authentication information about subscribers. The MSC then establishes the call
to the public telephone network by using conventional telephone signaling, and the
base station and mobile station are moved to the assigned forward and reverse voice
channels.

As the call proceeds, the signal level is monitored by the base station. If the signal
level falls below a specified threshold, the MSC is notified and the mobile station is
instructed to transmit on the setup channel. All base stations in the vicinity are instructed
to monitor the strength of the signal level in the prescribed setup channel. The MSC uses
this information to determine the best cell to which the call should be handed off. The
current base station and the mobile station are instructed to prepare for a handoff. The
MSC then releases its connection to the first base station and establishes a connection
to the new base station. The mobile station changes its channels to those selected in the
new cell. The connection is interrupted for the brief period that is required to execute
the handoff.16

16Again CDMA systems differ in that they carry out a “soft” handoff that uses a “make before break”
connection approach.
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When roaming users enter an area outside their home region, special procedures
are required to provide the cellular phone service. First, business arrangements must
be in place between the home and visited cellular service providers. To automatically
provide roaming service, a series of interactions is required between the home network
and the visited network, using the telephone signaling system. When the roamer enters
a new area, the roamer registers in the area by using the setup channels. The MSC in the
new area uses the information provided by the roamer to request authorization from the
roamer’s home location register. The visitor location register contains information about
visiting subscribers. After registering, the roamer can receive and place calls inside the
new area.

Two sets of standards have been developed for the signaling required to support
cellular telephone service. The Global System for Mobile Communications (GSM)
signaling was developed as part of a standard for pan-European public land mobile
system. The Interim Standard 41 (IS-41) was developed later in North America,
using much of the GSM framework. In the following section we describe the protocol
layered architecture of GSM.

In the GSM system the base station subsystem (BSS) consists of the base transceiver
station (BTS) and the base station controller (BSC). The BTS consists of the antenna
and transceiver to communicate with the mobile telephone. The BTS is also concerned
with the measurement of signal strength. The BSC manages the radio resources of one
or more BTSs. The BSC is concerned with the setup of frequency channels as well
as with the handling of handoffs. Each BTS communicates with the mobile switching
center through the BSC, which provides an interface between the radio segment and the
switching segment as shown in Figure 4.65. The subsystems must exchange signaling
messages to coordinate their activities. The GSM signaling stack was developed for
this purpose.
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FIGURE 4.65 Protocol stacks in the cellular network.
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The GSM signaling protocol stack has three layers as shown in Figure 4.65. Layer 1
corresponds to the physical layer, and layer 2 to the data link layer. GSM layer 3
corresponds to the application layer and is divided into three sublayers: radio re-
sources management (RRM), mobility management (MM), and call management (CM).
Different subsets of these layers/sublayers are present in different elements in the
GSM network. We discuss these stacks proceeding from the mobile station to the MSC
in Figure 4.65.

The radio air interface between the mobile station and the BTS is denoted as
Um. The physical layer across the Um interface is provided by the radio transmission
system. The LAPD protocol is a data link protocol that is part of the ISDN protocol
stack and is similar to asynchronous balanced mode in HDLC discussed in Chapter 5.
LAPDm denotes a “mobile” version of LAPD. The radio resources management sub-
layer between the mobile station and the BTS deals with setting up the radio channels
and with handover (the GSM term for handoff).

The interface between the BTS and its BSC is denoted as the Abis interface. The
physical layer consists of a 64 kbps link with LAPD providing the data link layer.
A BSC can handle a handover if the handover involves two cells under its control.
This approach relieves the MSC of some processing load. The interface between the
BSC and the MSC is denoted as the A interface that uses the protocol stack of SS7.
The RRM sublayer in the MSC is involved in handovers between cells that belong to
different BSCs but that are under the control of the MSC.

Only the mobile station and the MSC are involved in the mobility management
and call management sublayers. Mobility management deals with the procedures to
locate mobile stations so that calls can be completed. In GSM, cells are grouped into
location areas. A mobile station is required to send update messages to notify the
system when it is moving between location areas. When a call arrives for a mobile
station, it is paged in all cells in the current location area. The MSC, the HLR, and
the VLR are involved in the procedures for updating location and for routing incom-
ing calls. The mobility sublayer also deals with the authentication of users. In GSM,
unlike other standards, the mobile station includes a smart card, called the Subscriber
Identity Module (SIM), which identifies the subscriber, independently of the specific
terminal device, and provides a secret authorization key. The call management sub-
layer deals with the establishment and release of calls. It is based on the signaling
procedures of ISDN with modifications to deal with the routing of calls to mobile
users.

In this section we have focused on the network aspects of cellular telephony. A very
important aspect of cellular networks is the access technique that is used to provide the
channels that are used for individual connections. Here we have discussed an example of
the AMPS standard that is based on frequency division multiplexing of analog signals.
In Chapter 6 we consider the various types of access techniques that are used in digital
cellular telephone networks.
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WHAT IS PERSONAL COMMUNICATIONS?
You have probably heard of Personal Communication Services (PCS) phones and of
Personal Digital Assistants (PDAs), two types of “personal” devices. PCS indicates
the class of digital cellular telephone service that has become available in the 1850–
1990 MHz band in North America. The personal in PCS attempts to contrast the
portability of the service from that provided by the early analog cellular telephone
service that was initially designed for car phones. The PCS user can carry the phone
and hence enjoys greater mobility. PDA denotes a small, portable, handheld computer
that can be used for personal and business information, such as electronic schedules
and calendars, address and phone and with the incorporation of modems,
e-mail transmission and retrieval. The “personal” in PDA denotes the private nature
of the use of the device. Therefore, we find that personal communications involves
terminal portability, personal mobility, communications in a variety of modes (voice,
data, fax, and so on) and personal profile/customization/privacy.

What’s involved in providing personal communications in the broad sense of the
term? An essential component of personal communications is terminal portability,
that is, the ability to carry the phone/device with you, and this feature is clearly
provided by radio communications and cellular technology. However, this is not all.
Personal mobility, the ability to access the network at any point possible by using
different terminal devices, is provided by intelligence built into a network. In the case
of telephone networks, the intelligence is provided by the signaling system. In the
case of other networks, for example, the Internet, this intelligence may be provided
in other ways. For example, it is now possible for a person to read or send e-mail
by going to his or her ISP’s web page from any computer in the world. In any case,
personal mobility implies that it is the individual who accesses the communication
service, not the terminal. Thus there is a need to provide the individual with the
universal personal ID. Such an ID could be a form of telephone number or address
or it could be provided by a smart card such as in GSM. The mode of communications
would depend on the capabilities of the terminal device and access network that is in
use at a particular time. It would also depend on the personal profile of the individual
that would describe a personalized set of communications and other services to which
the individual has subscribed. The personal profile could be stored in a database
akin to the home location register in cellular networks and/or in a personal smart
card.

PCS phones and PDAs have already become consumer market products and
devices that combine both are already available. In the near future they will be
incorporated into a broad array of wearable devices, much as radios and tape and
CD players in the 1980s and 1990s. We may find them in earrings, in tie clasps, or
for those who hate ties, in cowboy-style turquoise-clasp string ties!
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SUMMARY

The purpose of this chapter was to provide an introduction to circuit-switched networks
and their two major tasks: (1) providing circuits for the flow of user information and
(2) providing the signaling required to establish circuits dynamically.

A long-term trend in communications is availability of communication systems
with higher bit rates and greater reliability. We began the chapter with a discussion of
multiplexing techniques that allow the bandwidth of such systems to be shared among
multiple users. We considered FDM, TDM, and WDM, and introduced the digital
multiplexing hierarchy that forms the backbone of current transmission systems.

Optical fiber technology figures prominently in current and future backbone
networks. We introduced the SONET standard for optical fiber transmission, and we
discussed its role in the design of transmission systems that are flexible in terms of con-
figuration and robust with respect to faults. Linear, ring, and mesh topology approaches
to providing reliable transport connections were introduced. We also discussed the role
of WDM in all optical networks. The availability of huge bandwidths from WDM will
change both the access and the backbone architecture of future networks.

In the next few sections of the chapter we discussed the basic concepts of cir-
cuit switching and the modern telephone network. We discussed the design of circuit
switches and explained their role in providing end-to-end physical connections on
demand. We discussed the structure of the telephone network and paid particular atten-
tion to the local loop that represents a major challenge to providing very high bandwidth
to the user. The role of signaling in setting up telephone connections was discussed,
and the layered architecture of the signaling system was examined. The management of
traffic flows in telephone networks through routing plans as well as overload controls
was also discussed.

The student may ask why one should bother studying “old” networks and “old”
ways of doing things. The reason is that certain fundamental concepts underlie all
networks, and that many of these concepts are built into the telephone network. Never-
theless, it is also true that the current way of operating the telephone network is not
the only way and not always the right way. The trick, of course, is to know which
concepts apply in which context, and only a good grasp of the fundamentals and a
careful examination of any given situation can provide the best solution.

As an example of the generality of telephony concepts consider the cellular net-
works that were discussed in the last section of the chapter. The value of terminal
portability and user mobility and the relatively low infrastructure cost are all factors in
the explosive growth of cellular communications. We saw how the key control func-
tions that enable mobility are built on the signaling infrastructure that was developed
for telephone networks. Thus the “new” frequently builds on the “old”.

CHECKLIST OF IMPORTANT TERMS

add-drop multiplexer (ADM)
◆ arrival rate
automatic protection switching (APS)

base station
bidirectional line switched ring (BLSR)
cellular radio communications

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


Further Reading 271

circuit switch
circuit-switching network
◆ concentration
crossbar switch
digital cross-connect (DCC)
digital multiplexing hierarchy
digital signal 1 (DS1)
◆ Erlang B formula
frequency-division multiplexing (FDM)
frequency reuse
Global System for Mobile

Communications (GSM)
handoff
◆ holding time
intelligent network
Integrated Services Digital

Network (ISDN)
multiplexing
◆ multistage switch
nonblocking switch
◆ offered load a
optical add-drop multiplexer (OADM)
optical carrier level (OC)
◆ overload control

pointer
roaming user
◆ routing control
setup channels
signaling
space-division switch
stored program control
synchronous digital hierarchy (SDH)
synchronous optical network (SONET)
synchronous payload envelope (SPE)
synchronous transfer module (STM)
synchronous transport signal

level (STS)
time-division multiplexing (TDM)
◆ time-division switching
time-slot interchange (TSI)
◆ time-space-time (TST) switch
◆ traffic management
transport network
unidirectional path switched ring (UPSR)
◆ utilization
wavelength-division multiplexing

(WDM)
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PROBLEMS

4.1. A television transmission channel occupies a bandwidth of 6 MHz.
(a) How many two-way 30 kHz analog voice channels can be frequency-division multi-

plexed in a single television channel?
(b) How many two-way 200 kHz GSM channels can be frequency-division multiplexed

in a single television channel?
(c) Discuss the tradeoffs involved in converting existing television channels to cellular

telephony channels?

4.2. A cable sheath has an inner diameter of 2.5 cm.
(a) Estimate the number of wires that can be contained in the cable if the wire has a

diameter of 5 mm.
(b) Estimate the diameter of a cable that holds 2700 wire pairs.

4.3. Suppose that a frequency band W Hz wide is divided into M channels of equal bandwidth.
(a) What bit rate is achievable in each channel? Assume all channels have the same SNR.
(b) What bit rate is available to each of M users if the entire frequency band is used as a

single channel and TDM is applied?
(c) How does the comparison of (a) and (b) change if we suppose that FDM requires a

guard band between adjacent channels? Assume the guard band is 10% of the channel
bandwidth.

4.4. In a cable television system (see Section 3.8.2), the frequency band from 5 MHz to
42 MHz is allocated to upstream signals from the user to the network, and the band from
550 MHz to 750 MHz is allocated for downstream signals from the network to the users.
(a) How many 2 MHz upstream channels can the system provide? What bit rate can each

channel support if a 16-point QAM constellation modem is used?
(b) How many 6 MHz downstream channels can the system provide? What bit rates can

each channel support if there is an option of 64-point or 256-point QAM modems?

4.5. Suppose a radio transmission system has a large band of available bandwidth, say, 1 GHz,
that is to be used by a central office to transmit and receive from a large number of users.
Compare the following two approaches to organizing the system:
(a) A single TDM system.
(b) A hybrid TDM/FDM system in which the frequency band is divided into multiple

channels and TDM is used within each channel.
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4.6. Suppose an organization leases a T-1 line between two sites. Suppose that 32 kbps speech
coding is used instead of PCM. Explain how the T-1 line can be used to carry twice the
number of calls.

4.7. A basic rate ISDN transmission system uses TDM. Frames are transmitted at a rate of
4000 frames/second. Sketch a possible frame structure. Recall that basic rate ISDN pro-
vides two 64 kbps channels and one 16 kbps channel. Assume that one-fourth of the frame
consists of overhead bits.

4.8. The T-1 carrier system uses a framing bit to identify the beginning of each frame. This
is done by alternating the value of the framing bit at each frame, assuming that no other
bits can sustain an alternating pattern indefinitely. Framing is done by examining each of
193 possible bit positions successively until an alternating pattern of sufficient duration
is detected. Assume that each information bit takes a value of 0 or 1 independently and
with equal probability.
(a) Consider an information bit position in the frame. Calculate the average number of

times this bit position needs to be observed before the alternating pattern is found to
be violated.

(b) Now suppose that the frame synchronizer begins at a random bit position in the frame.
Suppose the synchronizer observes the given bit position until it observes a violation
of the alternating pattern. Calculate the average number of bits that elapse until the
frame synchronizer locks onto the framing bit.

4.9. The CEPT-1 carrier system uses a framing byte at the beginning of a frame.
(a) Suppose that all frames begin with the same byte pattern. What is the probability that

this pattern occurs elsewhere in the frame? Assume that each information bit takes a
value of 0 or 1 independently and with equal probability.

(b) Consider an arbitrary information bit position in the frame. Calculate the average
number of times that the byte beginning in this bit position needs to be observed
before it is found to not be the framing byte.

(c) Now suppose that the frame synchronizer begins at a random bit position in the frame.
Suppose the synchronizer observes the byte beginning in the given bit position until
it observes a violation of the alternating pattern. Calculate the average number of bits
that elapse until the frame synchronizer locks onto the framing byte.

4.10. Suppose a multiplexer has two input streams, each at a nominal rate of 1 Mbps. To
accommodate deviations from the nominal rate, the multiplexer transmits at a rate of
2.2 Mbps as follows. Each group of 22 bits in the output of the multiplexer contains
18 positions that always carry information bits, nine from each input. The remaining four
positions consist of two flag bits and two data bits. Each flag bit indicates whether the
corresponding data bit carries user information or a stuff bit because user information was
not available at the input.
(a) Suppose that the two input lines operate at exactly 1 Mbps. How frequently are the

stuff bits used?
(b) How much does this multiplexer allow the input lines to deviate from their nominal

rate?

4.11. Calculate the number of voice channels that can be carried by an STS-1, STS-3, STS-12,
STS-48, and STS-192. Calculate the number of MPEG2 video channels that can be carried
by these systems.
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4.12. SONET allows positive or negative byte stuffing to take place at most once every four
frames. Calculate the minimum and maximum rates of the payload that can be carried
within an STS-1 SPE.

4.13. Consider a SONET ring with four stations. Suppose that tributaries are established between
each pair of stations to produce a logical topology. Find the capacity required in each hop of
the SONET ring in the following three cases, assuming first that the ring is unidirectional
and then that the ring is bidirectional.
(a) The traffic between each pair of stations is one STS-1.
(b) Each station produces three STS-1’s worth of traffic to the next station in the ring and

no traffic to other stations.
(c) Each station produces three STS-1’s worth of traffic to the farthest station along the

ring and no traffic to other stations.

4.14. Consider a set of 16 sites organized into a two-tier hierarchy of rings. At the lower tier a
bidirectional SONET ring connects four sites. At the higher tier, a bidirectional SONET
ring connects the four lower-level SONET rings. Assume that each site generates traffic
that requires an STS-3.
(a) Discuss the bandwidth requirements that are possible if 80% of the traffic generated

by each site is destined to other sites in the same tier ring.
(b) Discuss the bandwidth requirements that are possible if 80% of the traffic generated

by each site is destined to sites in other rings.

4.15. Compare the efficiency of BLSR and UPSR rings in the following two cases:
(a) All traffic originating at the nodes in the ring are destined for a given central node.
(b) Each node originates an equal amount of traffic to all other nodes.

4.16. Consider the operation of the dual gateways for interconnecting two bidirectional SONET
rings shown in Figure 4.29. The primary gateway transmits the desired signal to the other
ring and simultaneously transmits the signal to the secondary gateway that also routes the
signal across the ring and then to the primary gateway. A service selector switch at the
primary gateway selects between the primary and secondary signals. Explain how this
setup recovers from failures in the link between the primary gateways.

4.17. Consider the synchronous multiplexing in Figure 4.15. Explain how the pointers in the
outgoing STS-1 signals are determined.

4.18. Draw a sketch to explain the relationship between a virtual tributary and the synchronous
payload envelope. Show how 28 T-1 signals can be carried in an STS-1.

4.19. Do a web search for DWDM equipment available from telecommunications equipment
vendors. What specifications do you see in terms of number of channels, spacing between
channels, bit rates and formats of the signals that can be carried?

4.20. Consider WDM systems with 100, 200, and 400 wavelengths operating at the 1550 nm
region and each carrying an STS-48 signal.
(a) How close do these systems come to using the available bandwidth in the 1550 nm

range?
(b) How many telephone calls can be carried by each of these systems? How many

MPEG2 television signals?
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4.21. Consider the SONET fault protection schemes described earlier in the chapter. Explain
whether these schemes can be used with WDM rings.

4.22. Calculate the spacing between the WDM component signals in Figure 4.8. What is the
spacing in hertz, and how does it compare to the bandwidth of each component signal?

4.23. How does WDM technology affect the hierarchical SONET ring topology in Figure 4.29?
In other words, what are the consequences of a single fiber providing large number of
high-bandwidth channels?

4.24. WDM and SONET can be used to create various logical topologies over a given physical
topology. Discuss how WDM and SONET differ and explain what impact these differences
have in the way logical topologies can be defined.

4.25. Compare the operation of a multiplexer, an add-drop multiplexer, a switch, and a digital
cross-connect.

4.26. Consider a crossbar switch with n inputs and k outputs.
(a) Explain why the switch is called a concentrator when n > k. Under what traffic

conditions is this switch appropriate?
(b) Explain why the switch is called an expander when n < k. Under what traffic condi-

tions is this switch appropriate?
(c) Suppose an N × N switch consists of three stages: an N × k concentration stage;

a k × k crossbar stage; and a k × N expansion stage. Under what conditions is this
arrangement appropriate?

(d) When does the three-stage switch in part (c) fail to provide a connection between an
idle input and an idle output line?

4.27. Consider the multistage switch in Figure 4.35 with N = 16, n = 4, k = 2.
(a) What is the maximum number of connections that can be supported at any given time?

Repeat for k = 4 and k = 10.
(b) For a given set of input-output pairs, is there more than one way to arrange the

connections over the multistage switch?

4.28. In the multistage switch in Figure 4.35, an input line is busy 10% of the time.
(a) Estimate the percent of time p that a line between the first and second stage is busy.
(b) How is p affected by n and k?
(c) How does this p affect the blocking performance of the intermediate crossbar

switch?
(d) Supposing that the blocking probability of the intermediate crossbar is small, what is

the proportion of time p′ that a line between the second and third stage is busy?
(e) For a given input and output line, what is the probability that none of the k paths

between the input and output lines are available?

4.29. Consider the multistage switch in Figure 4.35 with N = 32. Compare the number of
crosspoints required by a nonblocking switch with n = 16, n = 8, n = 4, and n = 2.
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4.30. A multicast connection involves transmitting information from one source user to several
destination users.
(a) Explain how a multicast connection may be implemented in a crossbar switch.
(b) How does the presence of multicast connections affect blocking performance of a

crossbar switch? Are unicast calls adversely affected?
(c) Explain how multicast connections should be implemented in a multistage switch.

Should the multicast branching be done as soon as possible or as late as possible?

4.31. Do a web search for crosspoint switching chips. What specifications do you find for number
of ports, bit rate/port? Are dualcasting and multicasting supported? Do the crosspoints
need to be changed together or can they be changed independently? What considerations
determine how fast the crosspoints can be changed?

4.32. What is the delay incurred in traversing a TSI switch?

4.33. Explain how the TSI method can be used to build a time-division multiplexer that takes four
T-1 lines and combines them into a single time-division multiplexed signal. Be specific
in terms of the number of registers required and the speeds of the lines involved.

4.34. Suppose that the TDM frame structure is changed so that each frame carries two
PCM samples. Does this change affect the maximum number of channels that can be
supported using TSI switching?

4.35. Examine the time-space-time circuit-switch architecture and explain the elements that lead
to greater compactness, that is, smaller physical size in the resulting switching system.

4.36. Consider the three-stage switch in Problem 4.26c. Explain why a space-time-space im-
plementation of this switch makes sense. Identify the factors that limit the size of the
switches that can be built using this approach.

4.37. Consider n digital telephones interconnected by a unidirectional ring. Suppose
that transmissions in the ring are organized into frames with slots that can hold one
PCM sample.
(a) Suppose each telephone has designated slot numbers into which it inserts its

PCM sample in the outgoing direction and from which it extracts its received
PCM sample from the incoming direction. Explain how a TSI system can provide
the required connections in this system.

(b) Explain how the TSI system can be eliminated if the pairs of users are allowed to
share a time slot.

(c) How would connections be established in parts (a) and (b)?

4.38. Consider the application of a crossbar structure for switching optical signals.
(a) What functions are the crosspoints required to implement?
(b) Consider a 2 × 2 crossbar switch and suppose that the switch connection pattern is

(1 → 1, 2 → 2) for T seconds and (1 → 2, 2 → 1) for T seconds. Suppose it takes
τ seconds to change between connection patterns, so the incoming optical signals
must have guard bands to allow for this gap. Calculate the relationship between the
bit rate R of the information in the optical signals, the number of bits in each “frame,”
and the values T and τ . For R in the range from 1 gigabit/second to 1 terabit/second
and τ in the range of 1 microsecond to 1 millisecond, find values of T that yield 50%
efficiency in the use of the transmission capacity.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


Problems 277

4.39. Suppose an optical signal contains n wavelength-division multiplexed signals at wave-
lengths λ1, λ2, . . . , λn . Consider the multistage switch structures in Figure 4.35 and sup-
pose that the first-stage switches consist of an element that splits the incoming optical
signal into n separate optical signals each at one of the incoming wavelengths. The j th
such signal is routed to the j th crossbar switch in the middle stage. Explain how the
resulting switch structure can be used to provide a rearrangeable optical switch.

4.40. Consider the equipment involved in providing a call between two telephone sets.
(a) Sketch a diagram showing the various equipment and facilities between the originating

telephone through a single telephone switch and on to the destination telephone.
Suppose first that the local loop carries analog voice; then suppose it carries digital
voice.

(b) Repeat part (a) in the case where the two telephone calls are in different LATAs.
(c) In parts (a) and (b) identify the points at which a call request during setup can be

blocked because resources were unavailable.

4.41. Suppose that an Internet service provider has a pool of modems located in a telephone
office and that a T-1 digital leased line is used to connect to the ISP’s office. Explain
how the 56 K modem (that was discussed in Chapter 3) can be used to provide a 56 kbps
transfer rate from the ISP to the user. Sketch a diagram showing the various equipment
and facilities involved.

4.42. Why does a conventional telephone still work when the electrical power is out?

4.43. In Figure 4.44b, how does the network know which interexchange carrier is to be used to
route a long-distance call?

4.44. ADSL was designed to provide high-speed digital access using existing telephone
facilities.
(a) Explain how ADSL is deployed in the local loop.
(b) What happens after the twisted pairs enter the telephone office?
(c) Can ADSL and ISDN services be provided together? Explain why or why not.

4.45. In this problem we compare the local loop topology of the telephone network with the
coaxial cable topology of cable television networks (discussed in Chapter 3).
(a) Explain how telephone service may be provided by using the cable television network.
(b) Explain how cable television service may be provided by using the local loop.
(c) Compare both topologies in terms of providing Internet access service.

4.46. The local loop was described as having a star topology in the feeder plant and a star
topology in the distribution plant.
(a) Compare the star-star topology with a star-ring topology and a ring-ring topology.

Explain how information flows in these topologies and consider issues such as effi-
ciency in use of bandwidth and robustness with respect to faults.

(b) What role would SONET transmission systems play in the above topologies?

4.47. Suppose that the local loop is upgraded so that optical fiber connects the central office to
the pedestal and twisted pair of length at most 1000 feet connects the user to the pedestal.
(a) What bandwidth can be provided to the user?
(b) What bit rate does the optical fiber have to carry if each pedestal handles 500 users?
(c) How can SONET equipment be used in this setting?
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4.48. Let’s consider an approach for providing fiber-to-the-home connectivity from the central
office to the user. The telephone conversations of users are time-division multiplexed at the
telephone office and broadcast over a “passive optical network” that operates as follows.
The TDM signal is broadcast on a fiber up to a “passive optical splitter” that transfers the
optical signal to N optical fibers that are connected to N users. Each user receives the
entire TDM signal and retrieves its own signal.
(a) Trace the flow of PCM samples to and from the user. What bit rates are required if

N = 10? 100? Compare these to the bit rate that is available.
(b) Discuss how Internet access service might be provided by using this approach.
(c) Discuss how cable television service might be provided by using this approach.
(d) What role could WDM transmission play in the connection between the central office

and the optical splitter? in the connection all the way to the user?

4.49. Explain where the following fit in the OSI reference model:
(a) A 4 kHz analog connection across the telephone network.
(b) A 33.6 kbps modem connection across the telephone network.
(c) A 64 kbps digital connection across the telephone network.

4.50. For the following examples of connections, explain the signaling events that take place
inside the network as a connection is set up and released. Identify the equipment and
facilities involved in each phase of the connection.
(a) A voice call in the telephone network.
(b) A frame relay connection.
(c) A SONET connection in metropolitan network as shown in Figure 4.29.
(d) An optical connection across the continent.

4.51. Sketch the sequence of events that take place in the setting up of a credit-card call over
the intelligent network. Identify the equipment involved in each phase.

4.52. Explain how the intelligent network can provide the following services:
(a) Caller identification—A display on your phone gives the telephone number or name

of the incoming caller.
(b) Call forwarding—Allows you to have calls transferred from one phone to another

where you can be reached.
(c) Call answer—Takes voice mail message if you are on the phone or do not answer the

phone.
(d) Call waiting—If you are on the phone, a distinctive tone indicates that you have an

incoming local or long-distance call. You can place your current call on hold, speak
briefly to the incoming party, and return to the original call.

(e) Called-party identification—Each member of a family has a different phone number.
Incoming calls have a different ring for each phone number.

4.53. Consider a 64 kbps connection in ISDN.
(a) Sketch the layers of the protocol stack in the user plane that are involved in the

connection. Assume that two switches are involved in the connection.
(b) Sketch the layers of the protocol stack in the control plane that are involved in setting up

the connection. Assume that the two switches in part (a) are involved in the call setup.

4.54. Explain how the control plane from ISDN can be used to set up a virtual connection in a
packet-switching network. Is a separate signaling network required in this case?
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4.55. Identify the components in the delay that transpires from when a user makes a request
for a telephone connection to when the connection is set up. Which of these components
increase as the volume of connection requests increases?

4.56. Discuss the fault tolerance properties of the STP interconnection structure in the signaling
system in Figure 4.52.

4.57. A set of trunks has an offered load of 10 Erlangs. How many trunks are required to obtain
a blocking probability of 2%? Use the following recursive expression for the Erlang B
blocking probability:

B(c, a) = aB(c − 1, a)

c + aB(c − 1, a)
B(0, a) = 1

4.58. Compare the blocking probabilities of a set of trunks with offered load a = 9 and c = 10
trunks to a system that is obtained by scaling up by a factor of 10, that is, a = 90 and
c = 100. Hint: Use the recursion in Problem 4.57 in a spreadsheet or program.

4.59. Calls arrive to a pool of 50 modems according to a Poisson process. Calls have an average
duration of 25 minutes.
(a) What is the probability an arriving call finds all modems busy if the arrival rate is two

calls per minute?
(b) What is the maximum arrival rate that can be handled if the maximum acceptable

blocking probability is 1%? 10%?

4.60. Consider dynamic nonhierarchical routing (DNHR).
(a) Explain how DNHR can be used to exploit the time differences between different

time zones in a continent.
(b) Explain how DNHR can be used to exploit different business and residential activity

patterns during the day.

4.61. Suppose that setting up a call requires reserving N switch and link segments.
(a) Suppose that each segment is available with probability p. What is the probability

that a call request can be completed?
(b) In allocating switch and transmission resources, explain why it makes sense to give

priority to call requests that are almost completed rather than to locally originating
call requests.

4.62. Consider a cellular telephone system with the following parameters: B is the total band-
width available for the system for communications in both directions; b is the bandwidth
required by each channel, including guard bands; R is the reuse factor; and a is the fraction
of channels used for set up.
(a) Find an expression for the number of channels available in each cell.
(b) Evaluate the number of channels in each cell for the AMPS system.

4.63. Consider the AMPS system in Problem 4.62.
(a) How many Erlangs of traffic can be supported by the channels in a cell with a 1%

blocking probability? 5%?
(b) Explain why requests for channels from handoffs should receive priority over requests

for channels from new calls. How does this change the Erlang load calculations?
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4.64. Suppose that an analog cellular telephone system is converted to digital format by taking
each channel and converting it into n digital telephone channels.
(a) Find an expression for the number of channels that can be provided in the digital

system using the parameters introduced in Problem 4.62.
(b) Consider the AMPS system and assume that it is converted to digital format using

n = 3. How many Erlangs of traffic can the new system support at 1% blocking
probability? 5%?

4.65. Suppose that a CDMA system has the same number of channels as the digital system in
Problem 4.64, but with a reuse factor of 1.
(a) How many Erlangs of traffic can be supported in each cell by this system at 1%

blocking probability? 5%?
(b) Suppose the per capita traffic generated in a city is 0.10 Erlangs during the busiest

hour of the day. The city has a population of 1 million residents, and the traffic is
generated uniformly throughout the city. Estimate the number of cells required to
meet the city’s traffic demand using the system in part (a).

4.66. Consider the equipment involved in providing a call between mobile and wireline
telephones.
(a) Sketch a diagram showing the various equipment and facilities between an originating

mobile telephone to a wireline destination telephone. Suppose first that the mobile
station carries analog voice; then suppose it carries digital voice.

(b) Repeat part (a) in the case where the two telephone calls are mobile.
(c) In parts (a) and (b) identify the points at which a call request can be blocked during

call setup because resources are unavailable.

4.67. Explain the signaling events that take place when a call is set up and released in a cellular
telephone system. Identify the equipment and facilities involved in each phase of the call.
Consider the following cases.
(a) The source and destination mobile phones are in the same cell.
(b) The source and destination mobile phones are in different cells but in the same MSC.
(c) The source and destination mobile phones are in different cellular networks.

4.68. Explain the signaling events that take place when a call is handed off from one cell to
another cell. Suppose first that the two cells are under the same MSC and then that they
are under different MSCs.

4.69. Bob Smiley, star salesman, has just arrived in Los Angeles from his home base in Chicago.
He turns on his cell phone to contact his Los Angeles client.
(a) Sketch the sequence of events that take place to set up his call. Assume he subscribes

to roaming service.
(b) Next he calls home to Chicago to inform his wife that he forgot to take out his son’s

hockey gear from the trunk of his car and to give her the parking spot where he left
the car in the airport (“somewhere on the third level of parking lot A”). Sketch the
sequence of events that take place to set up his call. (Don’t concern yourself with the
specifics of the conversation.)

(c) In the meantime, Bob’s college roommate, Kelly, who now works in Hollywood, calls
Bob’s cell phone. Note that Bob’s cell phone begins with the Chicago area code.
Sketch the sequence of events that take place to set up this call. Should this call be
billed as local or long distance?
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4.70. Compare cellular wireless networks to the local loop and to the coaxial cable television
system in terms of their suitability to serve as an integrated access network. In particular,
comment on the ability to support telephone service, high-speed Internet access, and
digital television service. Consider the following two cases:
(a) The band of frequencies available spans 300 MHz.
(b) The band of frequencies available spans 2 GHz.



C H A P T E R 5

Peer-to-Peer Protocols
and Data Link Layer

We have seen that the overall communications process can be broken up into layers
consisting of communications functions that can be grouped together. In Chapter 2 we
introduced the notion of a layer service and protocol. Each layer provides a service to
the layer above and it does so by executing a peer-to-peer protocol that uses the services
of the layer below. The objective of Part I of this chapter is to answer the basic question:
“How does a peer-to-peer protocol deliver a service?” First we provide several exam-
ples of services that can be provided by a layer. To answer the question, we then discuss
in detail the peer-to-peer protocols that provide reliable data transfer service across
unreliable transmission lines and/or networks. Part II of the chapter deals with stan-
dard data link layer protocols that incorporate the results of the peer-to-peer protocols
developed in Part I to provide reliable data transfer service. The chapter is organized as
follows.

Part I:

1. Peer-to-peer protocols and service models. We provide examples of services that can
be provided by a protocol layer. We also examine the two cases where peer-to-peer
protocols occur, across a single hop in a network and end-to-end across multiple
hops in a network, and we explain the different requirements that must be met in
these two cases.

2. ARQ protocols and reliable data transfer service. We consider Automatic Repeat
Request (ARQ) protocols that provide reliable data transfer service. These protocols
are essential when transmitting over channels and networks that are prone to errors.
This detailed section is very important because it highlights an essential challenge
in network protocols, namely, the coordination of the actions of two or more geo-
graphically separate machines with different state information. We also examine the
efficiency of these protocols in various scenarios and identify the delay-bandwidth
product as a key parameter in network performance.
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3. Flow control, reliable data transfer, and timing recovery. We consider other services
that are provided by peer-to-peer protocols: flow control so that fast end-systems do
not overrun the buffers of slow end-systems; and synchronization and timing recov-
ery for applications that involve voice, audio, and video. We also introduce Trans-
mission Control Protocol (TCP), which uses ARQ techniques to provide reliable
stream service and flow control end-to-end across connectionless packet networks.1

Part II:

4. Framing in data link layer. We introduce two techniques that are used to identify
the boundaries of frames of information within a digital bit stream: Flags and bit
stuffing and CRC-based framing.

5. Data link layer protocols. We examine the data link layer and its essential functions.
We discuss two data link control standards that are in widespread use: Point-to-Point
Protocol (PPP) and High-Level Data Link Control (HDLC).

6. Statistical multiplexing. We examine the performance of statistical multiplexers
that enable packets from multiple flows to share a common data link. We show
how these multiplexers allow links to be used efficiently despite the fact that the
individual packet flows are bursty.

PART I: Peer-to-Peer Protocols

In Chapter 2 we saw that the communications process can be broken into layers as shown
in Figure 5.1. At each layer two or more entities or peer processes execute a protocol that
delivers the service that is provided to the layer above. The communications between the
layer n + 1 peer processes is virtual and in fact is carried out by using a service provided
by layer n. In this chapter we examine the peer-to-peer protocol that is carried out by the
layer-n peer processes to provide the desired service. We consider the processing that
takes place from when layer n + 1 requests a transfer of a service data unit (SDU) to
when the SDU is delivered to the destination layer n + 1. In particular, we examine how
the layer n peer processes construct protocol data units (PDUs) and convey control
information through headers. We show how in certain protocols each peer process
maintains a state that dictates what actions are to be performed when certain events
occur. The implementation of the layer n protocol uses the services of layer n − 1 and
so involves an interaction between layer n and layer n − 1.

The discussion so far is fairly abstract. In Section 5.1 we introduce concrete exam-
ples of what we mean by a “service.” In Section 5.2 we provide a detailed development of
peer-to-peer protocols that deliver reliable data transfer service. Section 5.3 introduces
additional examples of peer-to-peer protocols.

1The TCP protocol is discussed in detail in Chapter 8.
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n � 1 peer process

n peer process

n � 1 peer process

n � 1 peer process

… …

… …

n peer process

n � 1 peer process

FIGURE 5.1 Layer-n peer
processes carry out a protocol to
provide service to layer n + 1.
Layer-n protocol uses the
services of layer n − 1.

5.1 PEER-TO-PEER PROTOCOLS
AND SERVICE MODELS

In this section we consider peer-to-peer protocols and the services they provide. A peer-
to-peer protocol involves the interaction of two or more processes or entities through
the exchange of messages, called protocol data units (PDUs). The service provided by
a protocol is described by a service model.

5.1.1 Service Models

The service model in a given layer specifies the manner in which information is trans-
ferred. There are two broad categories of service models: connection oriented and
connectionless. In connection-oriented services a connection setup procedure pre-
cedes the transfer of information. This connection setup initializes state information in
the two layer-n peer processes in Figure 5.1 and establishes a “pipe” for the transfer
of information provided by the users of the service, the layer n + 1 peer processes, as
shown in Figure 5.2. During the data transfer phase, this state information provides

n � 1 peer process
send

n � 1 peer process
receive

Layer n connection-oriented service

SDU SDU

FIGURE 5.2
Connection-oriented transfer
service.
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n � 1 peer process
send

n � 1 peer process
receive

Layer n connectionless service

SDU

FIGURE 5.3 Connectionless
transfer service.

a context that the layer-n peer processes use to track the exchange of PDUs between
themselves as well as the exchange of SDUs with the higher layer. In particular, the
context can be used to provide value-added services such as in-order delivery of SDUs
to the higher layer. Connection-oriented services also involve a connection release pro-
cedure that removes the state information and releases the resources allocated to the
connection.

Connectionless services do not involve a connection setup procedure. Instead,
individual self-contained blocks of information are transmitted and delivered using
appropriate address information as shown in Figure 5.3. Information blocks transmitted
from the same user to the same destination are transmitted independently. In the simplest
case the service does not provide an acknowledgment for transmitted information. Thus
if information is lost during transmission, no effort is made to retransmit it. This type
of service is appropriate when the transfer of each PDU is reliable or when the higher
layer is more sensitive to delay than to occasional losses. Other applications require
reliable transfer, so each PDU needs to be acknowledged and retransmitted if necessary.
Note that the service is still connectionless so the order in which SDUs are delivered
may differ from the order in which they were transmitted.

A service model may also specify a type of transfer capability. For example, con-
nectionless services necessarily involve the transfer of clearly defined blocks of infor-
mation. Some services place an upper limit on the size of the blocks that are transferred
while others insist that the blocks consist of an integer number of octets. On the other
hand, connection-oriented services can transfer both a stream of information in which
the individual bits or bytes are not grouped into blocks as well as sequences of blocks
of information. Furthermore, some service models may be intended to transfer infor-
mation at a constant bit rate, while others are designed to transfer information at a
variable bit rate.

The service model can also include a quality-of-service (QoS) requirement that
specifies a level of performance that can be expected in the transfer of information.
For example, QoS may specify levels of reliability in terms of probability of errors,
probability of loss, or probability of incorrect delivery. QoS may also address transfer
delay. For example, a service could guarantee a fixed (nearly) constant transfer delay,
or it could guarantee that the delay will not exceed some given maximum value. The
variation in the transfer delay is also an important QoS measure for services such as
real-time voice and video. The term best-effort service describes a service in which
every effort is made to deliver information but without any guarantees.
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5.1.2 Examples of Services

Service models differ according to the features of the data transfer they provide. A
service offered by a given layer can include some of the following features:

• Arbitrary message size or structure
• Sequencing
• Reliability
• Timing
• Pacing
• Flow control
• Multiplexing
• Privacy, integrity, and authentication

Let’s consider these features one at a time.
A common element of all user-to-user communication systems and indeed all

communication networks is the transfer of a message from one point to another. The
message may consist of a single bit, a block of bytes, or a stream of information.
Thus different services will place different restrictions on the size and structure of the
messages that are transferred. For example, in the case of e-mail, the message is a
discrete, well-defined entity. In the case of computer data files, the size of the files can
be very large, suggesting that the files be broken into smaller units that are sent as data
blocks and reassembled at the far end to recreate the complete file.

In the case of telephony or video, the notion of a message is less clear. As shown
in Figure 5.4a, in telephony one could view the telephone call as generating a single
message that consists of the entire sequence of speech samples, but this approach
fails to take into account the real-time nature of the application. A more natural view
of telephony information is that of a stream of digital speech samples, as shown in
Figure 5.4b, which motivates the view of the telephone call as consisting of a sequence
of one-byte messages corresponding to each speech sample. (Note that a very large
file can also be viewed as a stream of bits or bytes that, unlike telephony, does not

1 call � 1 message � entire sequence of speech samples

1 call � sequence of 1-byte messages

(a)

(b)

1 long message(c) 2 or more short messages

2 or more blocks 1 block

FIGURE 5.4 (a) Message,
(b) stream, and (c) sequence
of blocks.
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have a real-time requirement.) Connection-oriented services as shown in Figure 5.2 are
suitable for the transfer of stream information.

As shown in Figure 5.4c, for a service to accommodate messages of arbitrary
size, its protocol may need to segment long messages into a sequence of blocks. In
general, sequences of small messages can be handled either by converting each small
message into a block or by combining one or more small messages into a block. We
will encounter various examples of the segmentation and reassembly procedure when
we discuss specific network architectures.

Many services involve the transfer of one or more messages or the transfer of
streams of information that must be delivered error free, in order, and without duplica-
tion. On the other hand, many networks and transmission technologies are unreliable
in the sense of introducing errors, delivering messages out of order, or losing and even
duplicating messages. By combining error-detection coding, automatic retransmission,
and sequence numbering, it is possible to obtain protocols that can provide reliable
and sequenced communication service over unreliable networks. In the next section we
present the details of such protocols.

Reliable end-to-end communication involves not only the arrival of messages to the
destination but also the actual delivery of the messages (e.g., to the listener for voice or to
the computer program for a data file). A problem that can arise here is that the receiving
system does not have sufficient buffering available to store the arriving message. In this
case the arriving messages are lost. This problem tends to arise when the transmitter can
send information at a rate higher than the receiver can accept it. The sliding-window pro-
tocols developed in the next section can also be used to provide flow control, where the
receiver paces or controls the rate at which the transmitter sends new messages. We will
see that in some situations pacing is also used to control congestion inside the network.

Applications such as speech, audio, and video involve the transfer of a stream of
information in which a temporal relationship exists between the information elements.
In particular, each of these applications requires a procedure for playing back the
information at the receiver end. The system that carries out this playback needs to have
appropriate timing information in order to reconstruct the original information signal.
For example, in the case of digital speech the receiver must know the appropriate rate
at which samples should be entered into the digital-to-analog converter. The situation
is similar but quite a bit more complex in the case of digital video. In Section 5.3.2, we
show how sequence numbering and timestamps can be used to reconstruct the necessary
timing information.

In many situations the service offered by a layer is shared by several users. For
example, different processes in a host may simultaneously share a given network con-
nection. In these situations the user messages need to include addressing information
to allow the host to separate the messages and forward them to the appropriate process.
The sharing of connections is referred to as multiplexing.

Public networks increasingly have a new type of “impairment” in the form of
security threats. Imposters attempt to impersonate legitimate clients or servers. Attempts
to deny service to others are made by flooding a server with requests. In this context
protocols may be called upon to act as guards at the gateways to the public network. We
discuss protocols for authenticating messages and protecting the privacy and integrity
of messages in Chapter 11.
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FIGURE 5.5 Peer-to-peer
protocol across a single hop.

5.1.3 End to End versus Hop by Hop

Peer-to-peer protocols usually occur in two basic settings: across a single hop in the
network or end to end across an entire network. These two settings can lead to different
characteristics about whether PDUs arrive in order, about how long it takes for the
PDUs to arrive, or about whether they arrive at all. The design of the corresponding
protocols must take these characteristics into account.

Figure 5.5 shows a peer-to-peer protocol that operates across a single hop in a
network. Part (a) of the figure uses the lower two layers of the OSI reference model
to show how the data link layer protocol provides service for the transfer of packets
across a single link in the network. The data link layer takes packets from the network
layer, encapsulates them in frames that it transfers across the link, and delivers them to
the network layer at the other end. Note that the frames arrive with small delay and in
the order they were transmitted since the transfer involves only a single physical link.
If the transmission medium is noisy or unreliable it is possible for transmitted frames
to not arrive at the receiver. In Figure 5.5b we depict the data link that connects packet
switch A and packet switch B in the broader context of a network.

Figure 5.6 shows a peer-to-peer protocol that operates end to end across a network.
In the figure the transport layer peer processes at the end systems accept messages
from their higher layer and transfer these messages by exchanging segments end to
end across the network.2 The exchange of segments is accomplished by using network

2We use the term segment for the transport layer PDU even though strictly speaking segment refers to the
transport PDU for TCP only.
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FIGURE 5.6 Peer-to-peer protocols operating end to end across a network—protocol
stack view.

layer services. We use Figure 5.7 to show that the task of the peer-to-peer protocols
in this case can be quite complicated. The figure shows the two end systems α and β

operating across a three-node network. The segments that are exchanged by the end
systems are encapsulated in packets that traverse the three-node network. Suppose that
the network operates in datagram mode where packets from the same end system are
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FIGURE 5.7 Peer-to-peer protocols operating end to end across a network—
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FIGURE 5.8 End-to-end versus hop-by-hop approaches.

routed independently. It is then possible that packets will follow different paths across
the network, and so their corresponding segments may arrive out of order at their
destination. Some packets and their segments may also be delayed for long periods
or even lost if they are routed to a congested packet switch. The peer processes at the
transport layer may need to take into account all the characteristics of the network
transfer service to be able to provide the desired service to its higher layer. Note that
end-to-end peer protocols can also be implemented at layers higher than the transport
layer, for example, HTTP at the application layer.

In many situations an option exists for achieving a certain network transfer ca-
pability on an end-to-end basis or on a hop-by-hop basis, as shown in Figure 5.8.
For example, to provide reliable communication, error-control procedures can be in-
troduced at every hop, that is, between every pair of adjacent nodes in a path across
the network. Every node is then required to implement a protocol that checks for
errors and requests retransmission using ACK and NAK messages until a block of
information is received correctly. Only then is the block forwarded along the next
hop to the next node. An end-to-end approach, on the other hand, removes the error-
recovery responsibility from the intermediate nodes. Instead blocks of information are
forwarded across the path, and only the end systems are responsible for initiating error
recovery.

There is a basic tradeoff in choosing between these two approaches. The hop-
by-hop approach initiates error recovery more quickly and may give more reliable
service. On the other hand, the processing in each node is more complex. In addi-
tion, for the hop-by-hop approach to be effective on an end-to-end basis every ele-
ment in the end-to-end chain must operate correctly. For example, the hop-by-hop
approach in Figure 5.8 is vulnerable to the introduction of errors within the switches.
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The possibility of such errors would necessitate introducing end-to-end error-recovery
procedures.3

In the case of reliable transfer service, both approaches have been implemented.
In situations where errors are infrequent, end-to-end mechanisms are preferred. The
TCP reliable stream service introduced later in this chapter provides an example of
such an end-to-end mechanism. In situations where errors are likely, hop-by-hop error
recovery becomes necessary. The HDLC data link control is an example of a hop-by-hop
mechanism.

The end-to-end versus hop-by-hop option appears in other situations as well. For
example, flow control and congestion control can be exercised on a hop-by-hop or an
end-to-end basis. Security mechanisms provide another example in which this choice
needs to be addressed. The approach selected typically determines which layer of
the protocol stack provides the desired function. Thus, for example, mechanisms for
providing congestion control and mechanisms for providing security are available at
the data link layer, the network layer, and the transport layer.

5.2 ARQ PROTOCOLS AND RELIABLE DATA
TRANSFER SERVICE

Reliable transfer of information is a critical requirement in communications between
computers. In this section we consider specific peer-to-peer protocols, called the
ARQ protocols, which provide reliable data transfer service. Automatic Repeat
Request (ARQ) combines error detection and retransmission to ensure that data is
delivered accurately to the user despite errors that occur during transmission. In this
section we develop the three basic types of ARQ protocols, starting with the simplest
and building up to the most complex. We also discuss the situations in which the three
ARQ protocol types are applied.

Consider Figure 5.1 and suppose that the user at layer n + 1 generates information
blocks, that is, SDUs, for transmission to a layer n + 1 peer process. Suppose also that
the layer n + 1 processes require reliable data transfer service, that is, the information
blocks need to be delivered in the correct sequence without errors, duplication, or gaps.
We consider the development of a layer n protocol that offers this service. For simplicity
we first consider the case of unidirectional transmission. This situation allows us to refer
to one of the layer n peer processes as the transmitter and to the other peer process as
the receiver. Without loss of generality we also refer to the layer n + 1 PDUs as packets
and the layer n PDUs as frames. This terminology corresponds precisely to the case
where the data link control layer provides service to the network layer, but the model
applies equally well to other layers. For example, we could also have layer n + 1 be
the application layer, layer n be the transport layer, and layer n − 1 be the network
layer.

3We return to a discussion of the end-to-end argument for system design in Chapter 7.
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The ARQ mechanism requires the frame to contain a header with control informa-
tion that is needed for its proper operation, as shown in Figure 5.9. The transmitter will
also append CRC check bits that cover the header and the information bits to enable the
receiver to determine whether errors have occurred during transmission. We assume
that the design of the CRC ensures that transmission errors can be detected with very
high probability, as discussed in Chapter 3. We refer to the set of rules that govern the
operation of the transmitter and receiver as the ARQ protocol.

The ARQ protocol can be applied in a number of scenarios. Traditionally, the most
common application has been in data link controls that operate over a single noisy
communication channel. ARQ is introduced here to ensure a high level of reliability
across a single transmission hop. As communication lines have become less noisy, the
ARQ protocol has been implemented more often at the edges of the network in the
transport layer to provide end-to-end reliability in the transmission of packets over
multiple hops in a network, that is, over multiple communication channels and other
network equipment. In this section we assume that the transfer service provided by
layer n − 1 in Figure 5.1 is “wirelike” in the sense that the frames arrive at the receiver
from layer n − 1, if they arrive at all, in the same order in which they were sent. In the
case of multiple hops over a network, this assumption would hold when a connection is
set up and where all frames follow the same path, as in frame relay or ATM networks. In
particular, we assume that frames, while in transit, cannot pass previously transmitted
frames.4 In situations where these assumptions hold, the objective of the ARQ protocol
is to ensure that packets are delivered error free to the destination, exactly once without
duplicates, in the same order in which they were transmitted.

In addition to the error-detection code, the other basic elements of ARQ protocols
consist of information frames (I-frames) that transfer the user packets, control frames,

4We consider the case where frames can arrive out of order later in this chapter.
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and time-out mechanisms, as shown in Figure 5.9. Control frames are short binary
blocks that consist of a header that provides the control information followed by the
CRC. The control frames may include ACKs, which acknowledge the correct receipt
of a given frame or group of frames; and NAKs, which indicate that a frame has been
received in error and that the receiver is taking certain action. The headers contain fields
that are used to identify the type of frame, that is, information or control, and ACK or
NAK. We will see that the time-out mechanisms are required to prompt certain actions
to maintain the flow of frames. We can visualize the transmitter and receiver as working
jointly through the exchange of frames to provide the correct and orderly delivery of
the sequence of packets provided by the sender.

It is instructive at this point to consider the basic operation of the packet transfer
protocol in the absence of errors. This operation illustrates the interactions that take
place between the various layers:

1. Each time there is information to send, the layer n + 1 process makes a call to the
layer n service and passes the layer n + 1 PDU down.

2. Layer n takes the layer n SDU (layer n + 1 PDU), prepares a layer n PDU according
to the layer n protocol, and then makes a call to the service of layer n − 1.

3. At the destination, layer n − 1 notifies the layer n process when a layer n − 1 SDU
(layer n PDU) has arrived.

4. The layer n process accepts the PDU, executes the layer n protocol, and if appropriate,
recovers the layer n SDU.

5. Layer n then notifies layer n + 1 that a layer n SDU has arrived.

Every protocol in the following sections includes these interlayer interactions.

5.2.1 Stop-and-Wait ARQ

The first protocol we consider is Stop-and-Wait ARQ where the transmitter and recei-
ver work on the delivery of one frame at a time. The protocol begins with transmit-
ter A sending an information frame to receiver B. The transmitter then stops and waits
for an acknowledgment from the receiver. If no acknowledgment is received within
some time-out period, the transmitter resends the frame, and once again stops and
waits.

In Figure 5.10a we show how ACKs and time-outs can be used to provide recovery
from transmission errors, in this case a lost frame. At the initial point in the figure,
processes A and B are working on the transmission of frame 0. Note that each time A
sends an I-frame, it starts an I-frame timer that will expire after some time-out period.
The time-out period is selected so that it is greater than the time required to receive the
corresponding ACK frame. Figure 5.10a shows the following sequence of events:

1. Process A transmits frame 0 and then waits for an ACK frame from the receiver.
2. Frame 0 is received without error, so process B transmits an ACK frame.
3. The ACK from B is also received without error, so process A knows the frame 0 has

been received correctly.
4. Process A now proceeds to transmit frame 1 and then resets the timer.
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FIGURE 5.10 Possible ambiguities when frames are unnumbered. In parts (a) and
(b) transmitting process A acts the same way, but part (b) receiving process B accepts
frame 1 twice.

5. Frame 1 undergoes errors in transmission. It is possible that process B receives
frame 1 and detects the errors through the CRC check; it is also possible that frame 1
was so badly garbled that process B is unaware of the transmission.5 In either case
process B does not take any action.

6. The time-out period expires, and frame 1 is retransmitted.

The protocol continues in this manner until frame 1 is received and acknowledged. The
protocol then proceeds to frame 2, and so on.

THE NEED FOR SEQUENCE NUMBERS
Transmission errors in the reverse channel lead to ambiguities in the Stop-and-Wait
protocol that need to be corrected. Figure 5.10b shows the situation that begins as
in Figure 5.10a, but where frame 1 is received correctly, and its acknowledgment
undergoes errors. After receiving frame 1 process B delivers its packet to its upper layer.
Process A does not receive the acknowledgment for frame 1, so the time-out period
expires. Note that at this point process A cannot distinguish between the sequence of
events in parts (a) and (b) of Figure 5.10. Process A proceeds to retransmit the frame. If
the frame is received correctly by process B, as shown in the figure, then process B will
accept frame 1 as a new frame and redeliver its packet to the user. Thus we see that the
loss of an ACK can result in the delivery of a duplicate packet. The ambiguity can be

5In general, when errors are detected in a frame, the frame is ignored. The receiver cannot trust any of the
data in the frame and, in particular, cannot take any actions based on the contents of the frame header.
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FIGURE 5.11 Possible ambiguities when ACKs are unnumbered: Transmitting
process A misinterprets duplicate ACKs.

eliminated by including a sequence number in the header of each I-frame. Process B
would then recognize that the second transmission of frame 1 was a duplicate, discard
the frame, and resend the ACK for frame 1.

A second type of ambiguity arises if the ACKs do not contain a sequence number.
In Figure 5.11 frame 0 is transmitted, but the time-out expires prematurely. Frame 0 is
received correctly, and the (unnumbered) ACK is returned. In the meantime process A
has resent frame 0. Shortly thereafter, process A receives an ACK and assumes it is
for the last frame. Process A then proceeds to send frame 1, which incurs transmission
errors. In the meantime the second transmission of frame 0 has been received and
acknowledged by process B. When process A receives the second ACK, the process
assumes the ACK is for frame 1 and proceeds to transmit frame 2. The mechanism
fails because frame 1 is not delivered. This example shows that premature time-outs
(or delayed ACKs) combined with loss of I-frames can result in gaps in the delivered
packet sequence. This ambiguity is resolved by providing a sequence number in the
acknowledgment frames that enables the transmitter to determine which frames have
been received.

The sequence numbers cannot be allowed to become arbitrarily large because
only a finite number of bits are available in the frame headers. We now show that a
one-bit sequence number suffices to remove the above ambiguities in the Stop-and-
Wait protocol. Figure 5.12 shows the information or “state” that is maintained by the
transmitter and receiver. The transmitter must keep track of the sequence number Slast

of the frame being sent, its associated timer, and the frame itself in case retransmission
is required. The receiver keeps track only of the sequence number Rnext of the next
frame it is expecting to receive.

Suppose that initially the transmitter and receiver are synchronized in the sense that
process A is about to send a frame with Slast = 0 and process B is expecting Rnext = 0.
In Figure 5.12 the global state of the system is defined by the pair (Slast, Rnext), so
initially the system is in state (0,0).

The system state will not change until process B receives an error-free version of
frame 0. That is, process A will continue resending frame 0 as dictated by the time-
out mechanism. Eventually process B receives frame 0, process B changes Rnext to 1
and sends an acknowledgment to process A with Rnext = 1 implicitly acknowledging
the receipt of frame 0. At this point the state of the system is (0,1). Any subsequent
received frames that have sequence number 0 are recognized as duplicates and discarded
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FIGURE 5.12 System state information in Stop-and-Wait ARQ.

by process B, and an acknowledgment with Rnext = 1 is resent. Eventually process A
receives an acknowledgment with Rnext = 1 and then begins transmitting the next frame,
using sequence number Slast = 1. The system is now in state (1,1). The transmitter
and receiver are again synchronized, and they now proceed to work together on the
transfer of frame 1. Therefore, a protocol that implements this mechanism (that follows
the well-defined sequence of states shown in Figure 5.12) can ensure the correct and
orderly delivery of frames to the destination.

THE PROTOCOL
Let us review the operation of the Stop-and-Wait protocol. The protocol is initialized
with the transmitter in the ready state, the transmitter send-sequence number Slast set
to 0, and the receiver sequence number Rnext set to 0.

Transmitter:

• The transmitter in the ready state waits for a request for service from its higher layer.
When a request occurs, a packet is received from the higher layer, and the transmitter
prepares a frame that consists of a header, with sequence number Slast, the packet,
and a CRC. A timer is started and the frame is then transmitted using the services of
the layer below. The transmitter then enters a wait state.

• The transmitter remains in the wait state until an acknowledgment is received or the
time-out period expires. The transmitter does not accept packets from the layer above
while in the wait state. If the time-out expires, the frame is retransmitted, the timer
is reset, and the process stays in the wait state. If an acknowledgment is received
with an incorrect sequence number or with detected errors, then the acknowledgment
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is ignored and the process stays in the wait state. If an acknowledgment with the
correct sequence number is received, that is, Rnext = (Slast + 1) mod 2, then the send
sequence number is updated to Rnext, and the transmitter returns to the ready state.

Receiver:

• The receiver is always in the ready state waiting for a notification of an arriving frame
from the layer below. When a frame arrives, the receiver accepts the frame and checks
for errors. If no errors are detected and the received sequence number is the expected
number, that is Slast = Rnext, then the frame is accepted, the receive sequence number
is updated to (Rnext + 1) mod 2, an acknowledgment frame is transmitted, and the
packet is delivered to the higher layer. If an arriving frame has no errors but the wrong
sequence number, then the frame is discarded, and an acknowledgment is sent with
sequence number Rnext. If an arriving frame has errors, then the frame is discarded
and no further action is taken.

EXAMPLE Bisync

Stop-and-Wait ARQ was used in IBM’s Binary Synchronous Communications (Bisync)
protocol. Bisync is a character-oriented data link control that uses the ASCII character
set, including several control characters. In Bisync, error detection was provided by
two-dimensional block coding where each seven-bit character has a parity bit attached
and where an overall block-check character is appended to a frame. Bisync has been
replaced by data link controls based on HDLC, which is discussed later in this chapter.

EXAMPLE Xmodem

Xmodem, a popular file transfer protocol for modems, incorporates a form of Stop-
and-Wait ARQ. Information is transmitted in fixed-length blocks consisting of a 3-byte
header, 128 bytes of data, and a one-byte checksum. The header consists of a special
start-of-header character, a one-byte sequence number, and a 2s complement of the
sequence number. The check character is computed by taking the modulo 2 sum of the
128 data bytes. The receiver transmits an ACK or NAK character after receiving each
block.

PERFORMANCE ISSUES
Stop-and-Wait ARQ works well on channels that have low propagation delay. However,
the protocol becomes inefficient when the propagation delay is much greater than the
time to transmit a frame as shown in Figure 5.13. For example, suppose we are transmit-
ting frames that are 1000 bits long over a channel that has a speed of 1.5 megabits/second
and suppose that the time that elapses from the beginning of the frame transmission
to the receipt of its acknowledgment is 40 ms. The number of bits that can be trans-
mitted over this channel in 40 ms is 40 × 10−3 × 1.5 × 106 = 60,000 bits. However,
Stop-and-Wait ARQ can transmit only 1000 bits in this period time, so the efficiency
is only 1000/60,000 = 1.6%. The delay-bandwidth product is the product of the bit
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FIGURE 5.13 Stop-and-Wait ARQ is inefficient when the time to receive an
ACK is large compared to the frame transmission time.

rate and the delay that elapses before an action can take place. In the preceding example
the delay-bandwidth product is 60,000 bits. If we visualize the communication channel
as a pipe, then the delay-bandwidth can be interpreted as the size of the pipe, that is,
the maximum number of bits that can be in transit at any given time. In Stop-and-Wait
ARQ the delay-bandwidth product can be viewed as a measure of lost opportunity in
terms of transmitted bits. Let’s examine the factors that lead to this inefficiency more
closely.

Suppose that all information frames have the same length and that the transmitter
always has frames to transmit to the receiver. Figure 5.14 shows the components in
the basic delay t0 that transpires in Stop-and-Wait ARQ from the instant a frame is
transmitted into the channel to the instant when the acknowledgment is confirmed.
The first bit that is input into the channel appears at the output of the channel after a
propagation time tprop; the end of the frame is received at process B after t f additional
seconds. Process B requires tproc seconds to prepare an acknowledgment frame that
will require tack seconds of transmission time. After an additional propagation delay,
the acknowledgment frame is received at process A. Finally, tproc additional seconds
are required to carry out the CRC check. The basic time to send a frame and receive an

tprop tproc

tproc

t0

tack tpropFrame
tf time

A

B

FIGURE 5.14 Delay components in Stop-and-Wait ARQ.
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ACK, in the absence of errors, is then given by

t0 = 2tprop + 2tproc + t f + tack = 2tprop + 2tproc + n f

R
+ na

R
(5.1)

where n f is the number of bits in the information frame, na is the number of bits in the
acknowledgment frame, and R is the bit rate of the transmission channel.

The effective information transmission rate of the protocol in the absence of errors
is then given by

R0
eff = number of information bits delivered to destination

total time required to deliver the information bits
= n f − no

t0
(5.2)

where no is the number of overhead bits in a frame and is given by the total number of
bits in the header and the number of CRC check bits. The transmission efficiency of
Stop-and-Wait ARQ is given by the ratio R0

eff to R:

η0 =
n f − no

t0

R
=

1 − no

n f

1 + na

n f
+ 2(tprop + tproc)R

n f

(5.3)

Equation (5.3) identifies clearly the sources of inefficiency in transmission. In the
numerator the ratio no/n f represents the loss in transmission efficiency due to the need
to provide headers and CRC checks. In the denominator the term na/n f is the loss
in efficiency due to the time required for the acknowledgment message, where na is
the number of bits in an ACK/NAK frame. Finally, the term 2(tprop + tproc)R is the
delay-bandwidth product or reaction time. The following example shows the effect of
this term.

EXAMPLE Effect of Delay-Bandwidth Product

Suppose that frames are 1250 bytes long including 25 bytes of overhead. Also assume
that ACK frames are 25 bytes long. Calculate the efficiency of Stop-and-Wait ARQ in
a system that transmits at R = 1 Mbps and with reaction times, 2(tprop + tproc), of 1 ms,
10 ms, 100 ms, and 1 second. Repeat if R = 1 Gbps.

A frame is n f = 1250 × 8 = 10,000 bits long and the overhead is 25 × 8 =
200 bits long, so no/n f = na/n f = 0.02. For R = 1 Mbps, the delay bandwidth
product is 103 bits, 104 bits, 105 bits, and 106 bits for 1 ms, 10 ms, 100 ms, and
1 second, respectively. The corresponding efficiencies are then 88%, 49%, 9%, and 1%
respectively. The dramatic effect of increased propagation delay is evident.

An increase in bit rate has the same effect as an increase in propagation delay. Thus
if R = 1 Gbps, then the delay bandwidth product is 1000 times greater than before:
106 bits, 107 bits, 108 bits, and 109 bits for reaction times of 1 ms, 10 ms, 100 ms, and
1 second, respectively. The corresponding efficiencies drop even further to the range
from 1% for 1 ms delay to miniscule values for the other delays.

Now consider the effect of transmission errors on the efficiency of Stop-and-Wait
ARQ. If a frame incurs errors during transmission, the time-out mechanism will cause
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retransmission of the frame. Each transmission or retransmission will take up t0 sec-
onds. Let Pf be the probability that a frame transmission has errors and needs to be
retransmitted. Suppose 1 in 10 frame transmissions get through without error, that is
1 − Pf = 0.1, then on average a frame will have to be transmitted 10 times to get
through. In general we have that 1/(1 − Pf ) frame transmissions are required for gen-
eral values of Pf if frame transmission errors are independent. Thus Stop-and-Wait
ARQ on average requires tSW = t0/(1 − Pf ) seconds to get a frame through. The
efficiency is then obtained by modifying Equation (5.3):

ηSW =
n f − no

tSW

R
=

1 − no

n f

1 + na

n f
+ 2(tprop + tproc)R

n f

(1 − Pf ). (5.4)

This equation is also derived in Appendix 5A.

EXAMPLE Effect of Bit Error Rate

Suppose that frames are 1250 bytes long including 25 bytes of overhead. Also assume
that ACK frames are 25 bytes long. Calculate the efficiency of Stop-and-Wait ARQ in
a system that transmits at R = 1 Mbps and with reaction time of 1 ms for channels
with a bit error rate of 10−6, 10−5, and 10−4.

As in the previous example, we have n f = 10,000 bits and no = na = 200 bits.
For R = 1 Mbps and 1 ms reaction time, the delay-bandwidth product is 103 bits.
From Equation (5.4) we see that the efficiency is given by η0(1 − Pf ) where η0 is the
efficiency with no errors. We need to find an expression that relates Pf , the probability
that a frame has errors, to p, the probability that the transmission of a single bit is in
error. A frame gets through correctly is there are no bit errors, that is, all n f bits are
transmitted without error. The probability that a single bit gets through without error is
(1 − p), so that probability 1 − Pf that all n f get through assuming random bit errors
is then given by:

1 − Pf = (1 − p)n f (5.5)

We can then readily calculate that 1 − Pf = 0.99, 0.905, and 0.368 for p = 10−6,
p = 10−5, and p = 10−4, respectively. The corresponding efficiencies are 86.6%,
79.2%, and 32.2%. We conclude that the bit error rate can have a dramatic effect on the
performance of Stop-and-Wait ARQ.

5.2.2 Go-Back-N ARQ

The inefficiency of Stop-and-Wait ARQ can be overcome by allowing the transmitter to
continue sending enough frames so that the channel is kept busy while the transmitter
waits for acknowledgments. We now develop Go-Back-N ARQ that forms the basis for
the HDLC data link protocol, which is discussed at the end of this chapter. Suppose for
now that frames are numbered 0, 1, 2, 3, . . . The transmitter has a limit on the number
of frames WS that can be outstanding without acknowledgment. The window size WS
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FIGURE 5.15 Basic Go-Back-N ARQ.

is chosen larger than the delay-bandwidth product to ensure that the channel or pipe is
kept full.

The idea of the basic Go-Back-N ARQ is as follows: Consider the transfer of a
reference frame, say, frame 0. After frame 0 is sent, the transmitter sends up to WS − 1
additional frames into the channel, optimistic that frame 0 will be received correctly and
not require retransmission. If things turn out as expected, an ACK for frame 0 will arrive
in due course while the transmitter is still busy sending frames into the channel, as shown
in Figure 5.15. The system is now done with frame 0. Note, however, that the handling
of frame 1 and subsequent frames is already well underway. A procedure where the
processing of a new task is begun before the completion of the previous task is said to
be pipelined. In effect Go-Back-N ARQ pipelines the processing of frames to keep the
channel fully used.

Go-Back-N ARQ takes its name from the action that is taken when an error occurs.
As shown in Figure 5.15, after frame 3 undergoes transmission errors, the receiver
ignores frame 3 and all subsequent frames. Eventually the transmitter reaches the
maximum number of outstanding frames. It is then forced to “go back N” frames,
where N = WS, and begin retransmitting all packets from 3 onwards.

In the previous discussion of Stop-and-Wait, we used the notion of a global state
(Slast, Rnext) to demonstrate the correct operation of the protocol in the sense of deliv-
ering the packets error free and in order. Figure 5.16 shows the similarities between
Go-Back-N ARQ and Stop-and-Wait ARQ in terms of error recovery. In Stop-and-Wait
ARQ, the occurrence of a frame-transmission error results in the loss of transmission
time equal to the duration of the time-out period. In Go-Back-N ARQ, the occurrence of
a frame-transmission error results in the loss of transmission time corresponding to WS

frames. In Stop-and-Wait the receiver is looking for the frame with sequence number
Rnext; in Go-Back-N the receiver is looking for a frame with a specific sequence num-
ber, say, Rnext. If we identify the oldest outstanding (transmitted but unacknowledged)
frame in Go-Back-N with the Slast frame in Stop-and-Wait, we see that the correct
operation of Go-Back-N ARQ depends on ensuring that the oldest frame is eventually
delivered successfully. The protocol will trigger a retransmission of Slast and the sub-
sequent WS − 1 frames each time the send window is exhausted. Therefore, as long as
there is a nonzero probability of error-free frame transmission, the eventual error-free
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FIGURE 5.16 Relationship of Stop-and-Wait ARQ and Go-Back-N ARQ.

transmission of Slast is assured and the protocol will operate correctly. We next modify
the basic protocol we have developed to this point.

Go-Back-N ARQ as stated above depends on the transmitter exhausting its maxi-
mum number of outstanding frames to trigger the retransmission of a frame. Thus this
protocol works correctly as long as the transmitter has an unlimited supply of pack-
ets that need to be transmitted. In situations where packets arrive sporadically, there
may not be WS − 1 subsequent transmissions. In this case retransmissions are not trig-
gered, since the window is not exhausted. This problem is easily resolved by modifying
Go-Back-N ARQ such that a timer is associated with each transmitted frame.

Figure 5.17 shows how the modified Go-Back-N ARQ operates. The transmitter
must now maintain a list of the frames it is processing, where Slast is the number of the
last transmitted frame that remains unacknowledged and Srecent is the number of the
most recently transmitted frame. The transmitter must also maintain a timer for each
transmitted frame and must also buffer all frames that have been transmitted but have
not yet been acknowledged. At any point in time the transmitter has a send window
of available sequence numbers. The lower end of the window is given by Slast, and the
upper limit of the transmitter window is Slast +WS −1. If Srecent reaches the upper limit
of the window, the transmitter is not allowed to transmit further new frames until the
send window “slides” forward with the receipt of a new acknowledgment.

Go-Back-N ARQ an example of a sliding-window protocol. The receiver main-
tains a receive window of size 1 that consists of the next frame Rnext it expects to receive.
If an arriving frame passes the CRC check and has the correct sequence number, that is,
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Rnext, then it is accepted and Rnext is incremented. We say that the receive window slides
forward. The receiver then sends an acknowledgment containing the incremented se-
quence number Rnext, which implicitly acknowledges receipt of all frames prior to Rnext.
Note how we are making use of the assumption that the channel is wirelike: When the
transmitter receives an ACK with a given value Rnext, it can assume that all prior frames
have been received correctly, even if it has not received ACKs for those frames, either
because they were lost or because the receiver chose not to send them. Upon receiving an
ACK with a given value Rnext, the transmitter updates its value of Slast to Rnext and in so
doing the send window slides forward. (Note that this action implies that Slast ≤ Rnext.
Note as well that Rnext ≤ Srecent, since Srecent is the last in the transmission frames.)

THE PROTOCOL
The protocol is initialized with the transmitter send window set to {0, 1, . . . , WS − 1}
and Slast = 0, and the receiver window set to {0} and Rnext = 0.

Transmitter:

• When the send window is nonempty, the transmitter is in the ready state waiting for
a request for its service from its higher layer. When a request occurs, the transmitter
accepts a packet from the higher layer, and the transmitter prepares a frame that
consists of a header, with sequence number Srecent set to the lowest available number
in the send window, the packet, and a CRC. A timer is started and the frame is
then transmitted using the services of the layer below. If Srecent = Slast + WS − 1,
then the send window has become empty and the transmitter goes into the blocking
state; otherwise the transmitter remains in the ready state. If an error-free ACK
frame is received with Rnext in the range between Slast and Srecent, then the window
slides forward by setting Slast = Rnext and the maximum send window number to
Slast + WS − 1. If an error-free ACK frame is received with Rnext outside the range
from Slast to Srecent, then the frame is discarded and no further action is taken. If a
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timer expires, then the transmitter resends Slast and all subsequent frames, and resets
the timer for each frame.

• The transmitter is in the blocking state when the send window is empty, that is,
Srecent = Slast + WS − 1, and the transmitter refuses to accept requests for packet
transfers from the layer above. If a timer expires, then the transmitter resends Slast and
all subsequent frames, and resets the timer for each frame. If an error-free ACK frame
is received with Rnext in the range between Slast and Srecent, then the window slides
forward by setting Slast = Rnext, and the maximum send window number to Slast +
WS − 1, and then changing to the ready state. If an error-free ACK frame is received
with Rnext outside the range from Slast to Srecent, then the frame is discarded and no
further action is taken.

Receiver:

• The receiver is always in the ready state waiting for a notification of an arriving frame
from the layer below. When a frame arrives, the receiver checks for errors. If no errors
are detected and the received sequence number is the expected number, that is, Rnext,
then the frame is accepted, the receive sequence number is incremented to Rnext + 1,
an acknowledgment frame is transmitted, and the packet is delivered to the higher
layer. If an arriving frame has no errors but the wrong sequence number, then the
frame is discarded, and an acknowledgment is sent with sequence number Rnext. If an
arriving frame has errors, then the frame is discarded and no further action is taken.

It is worth noting that the complexity of the receiver in Go-Back-N is the same as
that of Stop-and-Wait ARQ. Only the complexity of the transmitter is increased.

MAXIMUM WINDOW SIZE
The number of bits that can be allotted within a header per sequence number is limited
to some number, say, m, which then allows us to represent at most 2m possible sequence
numbers, so the sequence numbers must be counted using modulo 2m . Thus if m = 3,
then the sequence of frames would carry the sequence numbers 0, 1, 2, 3, 4, 5, 6, 7, 0, 1,
2, 3, . . . When an error-free frame arrives, the receiver must be able to unambiguously
determine which frame has been received, taking into account that the sequence numbers
wrap around when the count reaches 2m . We will next show that the receiver can
determine the correct frame if the window size is less than 2m .

The example in Figure 5.18 shows the ambiguities that arise when the window
size is not less than 2m . The example uses 2m = 22 = 4 sequence numbers. The
transmitter initially sends four frames in a row. The receiver sends four corresponding
acknowledgments, which are all obliterated in the return channel. When the transmitter
exhausts its available frame numbers, it goes back four and begins retransmitting from
frame 0. When frame 0 arrives at the receiver, the receiver has Rnext = 0, so it accepts
the frame. However, the receiver does not know whether the ACK for the previous
frame 0 was received. Consequently, the receiver cannot determine whether this is a
new frame 0 or an old frame 0. The second example in Figure 5.18 uses 2m = 4
sequence numbering, but a window size of 3. In this case we again suppose that the
transmitter sends three consecutive frames and that acknowledgments are lost in the
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FIGURE 5.18 The window size should be less than 2m .

return channel. When the retransmitted frame 0 arrives at the receiver, Rnext = 3, so
the frame is recognized to be an old one.

We can generalize Figure 5.18 as follows. In general, suppose the window size WS

is 2m − 1 or less and assume that the current send window is 0 up to WS − 1. Suppose
that frame 0 is received, but the acknowledgment for frame 0 is lost. The transmitter
can only transmit new frames up to frame WS − 1. Depending on which transmissions
arrive without error, Rnext will be in the range of 1 to WS. Crucially, the receiver will
not receive frame WS until the acknowledgment for frame 0 has been received at the
transmitter. Therefore, any receipt of frame 0 prior to frame WS indicates a duplicate
transmission of frame 0.

BIDIRECTIONAL LINKS
Finally we consider the case where the information flow is bidirectional. The transmitter
and receiver functions of the modified Go-Back-N protocol are now implemented by
both processes A and B. In the direct implementation the flow in each direction consists
of information frames and control frames. Many of the control frames can be eliminated
by piggybacking the acknowledgments in the headers of the information frames as
shown in Figure 5.19.

This use of piggybacking can result in significant improvements in the use of
bandwidth. When a receiver accepts an error-free frame, the receiver can insert the
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acknowledgment into the next departing information frame. If no information frames
are scheduled for transmission, the receiver can set an ACK timer that defines the
maximum time it will wait for the availability of an information frame. When the time
expires a control frame will be used to convey the acknowledgment.

In the bidirectional case the receiver handles out-of-sequence packets a little dif-
ferently. A frame that arrives in error is ignored. Subsequent frames that are out of
sequence but error free are discarded after the ACK (i.e., Rnext) has been examined.
Thus Rnext is used to update the local Slast.

The I-frame time-out value should be selected so that it exceeds the time normally
required to receive a frame acknowledgment. As shown in Figure 5.20, this time period
includes the round-trip propagation delay 2Tprop, two maximum-length frame trans-
mission times on the reverse channel 2T max

f , and the frame processing time Tproc.6 We
assume that a frame transmission begins right before our frame arrives at the receiver.
The ACK is then carried in the next frame that is transmitted by the receiver. The trans-
mission time of the frame in the forward direction and the ACK time-out are absorbed
by the aforementioned frame transmission times.

Tout = 2Tprop + 2T max
f + Tproc (5.6)

6Note that Figure 5.20 is more detailed than previous figures in that both the beginning and end of each
frame transmission need to be shown explicitly.
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As in the case of Stop-and-Wait ARQ, the performance of the modified Go-
Back-N ARQ protocol is affected by errors in the information frames and errors in
the acknowledgments. The transmission of long information frames at the receiver end
can delay the transmission of acknowledgments, which can result in the expiry of time-
outs at the transmitter end and in turn trigger unnecessary retransmissions. These long
delays can be avoided by not using piggybacking and instead sending the short control
frames ahead of the long information frames.

EXAMPLE HDLC

The High-level Data Link Control (HDLC) is a data link control standard developed
by the International Standards Organization. HDLC is a bit-oriented protocol that uses
the CRC-16 and CRC-32 error-detection codes discussed in Chapter 3. HDLC can be
operated so that it uses Go-Back-N ARQ, as discussed in this section, or Selective
Repeat ARQ, which is discussed in Section 5.2.3. HDLC is discussed in detail later in
this chapter.

The most common use of HDLC is the Link Access Procedure—Balanced (LAPB)
discussed later in this chapter. Several variations of the LAPB are found in different
standards. For example, Link Access Procedure—Data (LAPD) is the data link standard
for the data channel in ISDN. Another example is Mobile Data Link Protocol (MDLP),
which is a variation of LAPD that was developed for Cellular Digital Packet Data
systems that transmit digital information over AMPS and digital cellular telephone
networks.

EXAMPLE V.42 Modem Standard

Error control is essential in telephone modem communications to provide protection
against disturbances that corrupt the transmitted signals. The ITU-T V.42 standard was
developed to provide error control for transmission over modem links. V.42 specifies
the Link Access Procedure for Modems (LAPM) to provide the error control. LAPM
is derived from HDLC and contains extensions for modem use. V.42 also supports the
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Microcom Network Protocol (MNP) error-correction protocols as an option. Prior to
the development of V.42, these early protocols were de facto standards for error control
in modems.

PERFORMANCE ISSUES
Let’s discuss briefly the improvement in efficiency performance that results from Go-
Back-N ARQ. Consider the time tGBN that it takes to get a frame through in the case
where 1 − Pf = 0.1, that is, where 1 in 10 frames get through without error: The first
transmission takes t f = n f /R seconds. With probability Pf (0.9) the first frame is
in error, and so additional retransmissions are required. Each time a retransmission is
required, Go-Back-N transmits WS frames, each of duration t f , and the average number
of retransmissions is 1/(1− Pf ), that is, 10 retransmissions. Therefore the total average
time required to transmit a frame in Go-Back-N is:

tGBN = t f + Pf
WSt f

1 − Pf
(5.7)

Thus for the example, we have tGBN = t f + 9WSt f . If we substitute tGBN into
Equation (5.3), then we find that the efficiency for Go-Back-N is given by:

ηGBN =
n f − no

tGBN

R
=

1 − no

n f

1 + (WS − 1)Pf
(1 − Pf ). (5.8)

This equation is also derived in Appendix 5A. Note that if the channel is error-free, that
is, Pf = 0, then Go-Back-N attains the best possible efficiency, namely, 1 − no/n f .

EXAMPLE Effect of Bit Error Rate and Delay-Bandwidth Product

Suppose that frames are 1250 bytes long including 25 bytes of overhead, and that ACK
frames are 25 bytes long. Compare the efficiency of Stop-and-Wait and Go-Back-N in
a system that transmits at R = 1 Mbps with reaction time of 100 ms, and for bit error
rate of 10−6, 10−5, and 10−4.

Consider Stop-and-Wait first. The delay-bandwidth product of this channel is
1 Mbps × 100 ms = 105 bits, which corresponds to about 10 frames and so the
Equation (5.4) becomes

ηSW = 0.98

11.02
(1 − Pf ) = 0.089(1 − Pf ) (5.9)

It can be seen that the best possible efficiency is 8.9% due to the large delay-
bandwidth product. In the previous Stop-and-Wait example, we found that 1 − Pf =
0.99, 0.905, and 0.368 for p = 10−6, p = 10−5, and p = 10−4, respectively. We find the
corresponding respective efficiencies from Equation (5.4) to be 8.8%, 8.0%, and 3.3%.

For Go-Back-N, the window size WS must be larger than the delay-bandwidth
product and so the minimum window size is 11 frames. From Equation (5.8), we find the
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efficiencies to be 88.2%, 45.4%, and 4.9% for p = 10−6, p = 10−5, and p = 10−4,
respectively. We see a substantial improvement relative to Stop-and-Wait for the first
two bit error rates. The p = 10−4 case is only marginally better than Stop-and-Wait
ARQ. At this error rate Go-Back-N is retransmitting too many frames.

5.2.3 Selective Repeat ARQ

In channels that have high error rates, the Go-Back-N ARQ protocol is inefficient
because of the need to retransmit the frame in error and all the subsequent frames.
A more efficient ARQ protocol can be obtained by adding two new features: first, the
receive window is made larger than one frame so that the receiver can accept frames
that are out of order but error free; second, the retransmission mechanism is modified
so that only individual frames are retransmitted. We refer to this protocol as Selective
Repeat ARQ. We continue to work under the constraint that the ARQ protocol must
deliver an error-free and ordered sequence of packets to the destination.

Figure 5.21 shows that the send window at the transmitter is unchanged but that
the receive window now consists of a range of frame numbers spanning from Rnext to
Rnext +WR −1, where WR is the maximum number of frames that the receiver is willing
to accept at a given time. As before, the basic objective of the protocol is to advance the
values of Rnext and Slast through the delivery of the oldest outstanding frame. Thus ACK
frames carry Rnext, the oldest frame that has not yet been received. The receive window
is advanced with the receipt of an error-free frame with sequence number Rnext. Unlike
the case of Go-Back-N ARQ, the receive window may be advanced by several frames.
This step occurs when one or more frames that follow Rnext have already been received
correctly and are buffered in the receiver. Rnext and the following consecutive packets
are delivered to the destination at this point.

Slast � WS�1

…

Slast

Frames
transmitted
and ACKed

Transmitter

Send window
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Frames
received
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Timer

Buffers
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FIGURE 5.21 Selective Repeat ARQ.
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Now consider the retransmission mechanism in Selective Repeat ARQ. The han-
dling of timers at the transmitter is done as follows. When the timer expires, only
the corresponding frame is retransmitted. There is no longer a clear correspondence
between the age of the timers and the sequence numbers. This situation results in a
considerable increase in complexity. Whenever an out-of-sequence frame is observed
at the receiver, a NAK frame is sent with sequence number Rnext. When the transmitter
receives such a NAK frame, it retransmits the specific frame, namely, Rnext. Finally,
we note that the piggybacked acknowledgment in the information frames continues to
carry Rnext.

For example, in Figure 5.22 when the frame with sequence number 2 finally arrives
correctly at the receiver, frames 3, 4, 5, and 6 have already been received correctly.
Consequently, the receipt of frame 2 results in a sliding of the window forward by five
frames.

THE PROTOCOL
The protocol is initialized with the transmitter send window set to {0, 1, . . . , WS − 1}
and Slast = 0, and the receiver window set to {0, . . . , WR − 1} and Rnext = 0.

Transmitter:

• When the send window is nonempty, the transmitter is in the ready state waiting for
a request for its service from its higher layer. When a request occurs, the transmitter
accepts a packet from above and prepares a frame that consists of a header, with
sequence number Srecent set to the lowest available number in the send window,
the packet, and a CRC. A timer is started and the frame is then transmitted using
the services of the layer below. If Srecent = Slast + WS − 1, then the send window
has become empty and the transmitter goes into the blocking state; otherwise the
transmitter remains in the ready state. If an error-free ACK frame is received with
Rnext in the range between Slast and Srecent, then the send window slides forward by
setting Slast = Rnext and the maximum send window number to Slast + WS − 1. If
an error-free NAK frame is received with Rnext in the range between Slast and Srecent,
then the frame with sequence number Rnext is retransmitted, and, if appropriate, the
send window slides forward by setting Slast = Rnext and the maximum send window
number to Slast + WS − 1. If an error-free ACK frame is received with Rnext outside
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the range from Slast to Srecent, then the frame is discarded and no further action is
taken. If a timer expires, then the transmitter resends the corresponding frame and
resets the timer.

• The transmitter is in the blocking state when the send window is empty, that is Srecent =
Slast +WS −1, and the transmitter refuses to accept requests for packet transfers from
the layer above. If a timer expires, then the transmitter resends the corresponding
frame and resets the timer. If an error-free ACK frame is received with Rnext in the
range between Slast and Srecent, then the window slides forward by setting Slast = Rnext

and the maximum send window number to Slast + WS − 1, and then changing to the
ready state. If an error-free NAK frame is received with Rnext in the range between
Slast and Srecent, then the frame with sequence number Rnext is retransmitted, and, if
appropriate, the send window slides forward by setting Slast = Rnext and the maximum
send window number to Slast +WS −1, and the transmitter changes to the ready state.
If an error-free ACK frame is received with Rnext outside the range from Slast to Srecent,
then the frame is discarded and no further action is taken.

Receiver:

• The receiver is always in the ready state waiting for a notification of an arriving frame
from the layer below. When a frame arrives, the receiver checks the frame for errors.
If no errors are detected and the received sequence number is the receive window,
that is, in the range Rnext to Rnext + WR − 1, then the frame is accepted and buffered,
and an acknowledgment frame is transmitted. If in addition the received sequence
number is Rnext, and if Rnext + 1 up to Rnext + k − 1 have already been received, then
the receive sequence number is incremented to Rnext + k, the receive window slides
forward, and the corresponding packet or packets are delivered to the higher layer.
If an arriving frame has no errors but the sequence number is outside the receive
window, then the frame is discarded, and an acknowledgment is sent with sequence
number Rnext. If an arriving frame has errors, then the frame is discarded and no
further action is taken.

MAXIMUM WINDOW SIZE
Consider now the question of the maximum send window size that is allowed for a given
sequence numbering 2m . In Figure 5.23 we show an example in which the sequence
numbering is 22 = 4 and in which the send windows and receive windows are of size 3.
Initially process A transmits frames 0, 1, and 2.

All three frames arrive correctly at process B, and so the receive window is advanced
to {3, 0, 1}. Unfortunately all three acknowledgments are lost, so when the timer for
frame 0 expires, frame 0 is retransmitted. The inadequacy of the window size now
becomes evident. Upon receiving frame 0, process B cannot determine whether it is the
old frame 0 or the new frame 0. So clearly, send and receive windows of size 2m − 1
are too large.

It turns out that the maximum allowable window size is WS = WR = 2m−1, that
is, half the sequence number space. To see this we retrace the arguments used in the
case of Go-Back-N ARQ. Suppose the window size WS is 2m−1 or less and assume that
the current send window is 0 to WS − 1. Suppose also that the initial receive window
is 0 to WS − 1. Now suppose that frame 0 is received correctly but that the acknowl-
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FIGURE 5.23 Maximum window size in Selective Repeat ARQ.

edgment for frame 0 is lost. The transmitter can transmit new frames only up to frame
WS − 1. Depending on which transmissions arrive without error, Rnext will be in the
range between 1 and WS while Rnext +WR −1 will be in the range of 1 to 2WS −1. The
maximum value of Rnext occurs when frames 0 through WS − 1 are received correctly,
so the value of Rnext is WS and the value of Rnext + WR − 1 increases to 2WS − 1.
Crucially, the receiver will not receive frame 2WS until the acknowledgment for frame 0
has been received at the transmitter. Any receipt of frame 0 prior to frame 2WS indi-
cates a duplicate transmission of frame 0. Therefore, the maximum size window when
WS = WR is 2m−1.

In the next section we develop performance models for the ARQ protocols. We
show that Selective Repeat ARQ outperforms Go-Back-N and Stop-and-Wait ARQ.
Of course, this performance level is in exchange for significantly greater complexity.

EXAMPLE Transmission Control Protocol

The Transmission Control Protocol (TCP) uses a form of Selective Repeat ARQ
to provide end-to-end error control across a network. TCP is used over internets that
use IP to transfer packets in connectionless mode. TCP must therefore contend with
the transfer of packets that may arrive out of order, may be lost, or may experience a
wide range of transfer delays. We explain how TCP uses ARQ to provide the user of
the TCP service with a reliable, connection-oriented stream service in Section 5.3.3.
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EXAMPLE Service Specific Connection Oriented Protocol

The Service Specific Connection Oriented Protocol (SSCOP) provides error control for
signaling messages in ATM networks. SSCOP uses a variation of Selective Repeat ARQ
that detects the loss of information by monitoring the sequence number of blocks of
information that have been received and requesting selective retransmission. The ARQ
protocol in SSCOP was originally designed for use in high-speed satellite links. These
links have a large delay-bandwidth product, so the protocol was also found useful in
ATM networks, which also exhibit large delay-bandwidth product. SSCOP is discussed
in Chapter 9.

PERFORMANCE ISSUES
Selective Repeat ARQ is the most efficient of the ARQ protocols as it uses the minimum
number of retransmissions. To assess the performance of Selective Repeat ARQ, we
note that any given frame transmission is received correctly with probability 1 − Pf ,
independently of all other frame transmissions. Thus the average number of times a
frame needs to be sent before it is received correctly is 1/(1 − Pf ), and so the average
transmission time is:

tSR = t f

1 − Pf
(5.10)

Equation (5.3) then gives the following simple expression for the efficiency of
Selective Repeat ARQ:

ηSR =
n f − no

tSR

R
=

(
1 − no

n f

)
(1 − Pf ). (5.11)

If the frame error rate is zero, then we get the best possible efficiency, 1 − no/n f .
Note that the expression is valid only if the send window size is larger than the delay-
bandwidth product. If the window size is too small, then the transmitter may run out of
sequence numbers from time to time, and the efficiency will then be reduced.

EXAMPLE Effect of Bit Error Rate and Delay-Bandwidth Product

Suppose that frames are 1250 bytes long including 25 bytes of overhead, and that ACK
frames are 25 bytes long. Compare the efficiency of Go-Back-N and Selective Repeat
ARQ in a system that transmits at R = 1 Mbps with reaction time of 100 ms, and for
bit error rate of 10−6, 10−5, and 10−4.

This example is a continuation of the previous bit rate examples. The delay-
bandwidth product of this channel is 105 bits, and the probability of successful frame
transmissions are 1 − Pf = 0.99, 0.905, and 0.368 for p = 10−6, p = 10−5, and
p = 10−4, respectively. The corresponding efficiencies for Selective Repeat ARQ are
then 97%, 89%, and 36%. These are significant improvements over Go-Back-N, which
has corresponding efficiencies of 88.2%, 45.4%, and 4.9%.
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COMPARISON OF STOP-AND-WAIT, GO-BACK-N,
AND SELECTIVE REPEAT ARQ
Stop-and-Wait, Go-Back-N, and Selective Repeat ARQ provide a range of choices in
terms of implementation complexity and transmission efficiency performance. Con-
sider the parameters that affect efficiency: header and CRC overhead, delay-bandwidth
product, frame size, and frame error rate. The header and CRC overhead are negligible
as long as the frames are not too short. If we neglect the header and CRC overhead,
then the efficiency expressions for the three protocols simplify to:

ηSR = (1 − Pf ) ηGBN = (1 − Pf )

1 + L Pf
ηSW = 1 − Pf

1 + L
(5.12)

where L = 2(tprop + tproc)R/n f is the size of the “pipe” in multiples of frames, and
where we have assumed that the send window size is WS = L + 1. These simple
equations allow us to examine the main factors in play.

The above expression for Selective Repeat ARQ shows that the efficiency per-
formance is ultimately limited by the frame error rate Pf . The only way to improve
performance is by improving Pf . This may be done, for example, by including some
error correction capability into the coding of the frame. The expressions show that
Selective Repeat ARQ can act as a benchmark for Go-Back-N and Stop-and-Wait.
Go-Back-N is worse than Selective Repeat by a factor of 1 + L Pf , and Stop-and-Wait
is worse than Selective Repeat by a factor of 1 + L . When L Pf is very small, Go-
Back-N has almost the same performance as Selective Repeat. On the other hand when
Pf increases and approaches 1, Go-Back-N has the performance of Stop-and-Wait. The
above observations are confirmed in Figure 5.24, which shows the efficiencies of the
three protocols for a channel with random bit errors, a frame size of 1250 bytes, and
delay-bandwidth product of 10 and 100.
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ARQ: ROBUSTNESS AND ADAPTIVITY
Paul Green, in providing his list of remarkable milestones in computer communi-
cations in 1984, made the following remark about ARQ: “(ARQ) is one of those
disarmingly simple ideas that seems so trivial (particularly in hindsight) that it
really shouldn’t be on anyone’s list of exciting ideas.” ARQ was invented by H. C. A.
van Duuren during World War II to provide reliable transmission of characters over
radio. In his system each seven-bit character consisted of a combination of four
marks (1s) and three spaces (0s). The reception of any other combination of bits led
to a request for retransmission. This simple system led to the development of the
many modern protocols that have ARQ as their basis.

Simplicity is not the only reason for the success of ARQ. Adaptivity and
robustness are equally important attributes of ARQ. The retransmission mechanism
gives ARQ the ability to adapt to variable and time-varying channel conditions. If
a channel is clean, then ARQ operates in an efficient manner. If a channel becomes
noisy, then ARQ adapts the transmission rate to the capability of the channel. This
adaptivity makes ARQ relatively robust with respect to channel conditions and hence
safe to deploy without detailed knowledge of the channel characteristics.

5.3 OTHER PEER-TO-PEER PROTOCOLS

In this section we show how the various elements of the ARQ protocols can be used in
other protocols to provide other types of services. In particular, we introduce protocols
that can provide flow control, reliable stream service, and synchronization and timing
information. We also introduce the TCP protocol for providing reliable stream service
end-to-end across a network.

5.3.1 Sliding-Window Flow Control

In situations where a transmitter can send information faster than the receiver can
process it, messages can arrive at the receiver and be lost because buffers are unavailable.
Flow control refers to the procedures that prevent a transmitter from overrunning a
receiver’s buffer.

The simplest procedure for exercising flow control is to use signals that direct the
sender to stop transmitting information. Suppose process A is transmitting to process B
at a rate of R bps. If process B detects that its buffers are filling up, it issues a stop
signal to process A. After approximately one propagation delay Tprop, process A stops
transmitting as shown in Figure 5.25. From the instant that B sent its signal, it receives
an additional 2Tprop R bits, which is equal to the delay-bandwidth product of the link.
Thus process B must send the off signal when its buffer contents exceed a threshold
value. For example, this type of flow control is used in the X-ON/X-OFF protocol that
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FIGURE 5.25 ON-OFF flow control.

is used between a terminal and a computer. This type of control is also used in various
data link controls.

The sliding-window protocols that were introduced in Section 5.2 for ARQ can also
be used to provide flow control. In the simplest case the size of the send window WS is
made equal to the number of buffers that are available at the receiver for messages from
the given transmitter. Because WS is the maximum number of outstanding frames from
the transmitter, buffer overflow cannot occur at the receiver. When the sliding window
protocol is used for flow control, each acknowledgment of a frame can be viewed as an
issuing of a credit by the receiver that authorizes the transmitter to send another frame.

Figure 5.26 shows an example where the receiver sends an acknowledgment after
the last frame in a window has been received. In this figure tcycle is the basic delay that
elapses from the time the first frame is transmitted to the receipt of its acknowledgment.
For this example we have WSt f < tcycle where WS = 2 and t f is the time to transmit a
frame. The delay in sending acknowledgments has the effect of pacing or controlling
the rate at which the transmitter sends messages to the receiver. The average rate at
which the sender sends frames is then WS/tcycle frames/second.

The sliding window mechanism can be used to simultaneously provide both error
control and flow control. However the pacing shown in Figure 5.26 can be disrupted
by retransmissions from the error-control function. In addition, the choice of window
size must take into account the delay-bandwidth product of the channel as well as the
buffer size of the receiver. This situation shows how limitations can arise when the
same mechanism (sliding-window control) is used for more than one purpose, namely,
error control and flow control. For this reason, special control messages are also used
to direct a sender to stop sending frames and later to resume sending frames.

It is also possible to decouple acknowledgments of received frames from the
issuing of transmitter credits. In this approach separate fields in the header are used to
acknowledge received information and to issue transmission credits. The transmission

Time

tcycle Return of permits

Time

A

B

FIGURE 5.26 Sliding-window flow control.
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credits authorize the sender to send a certain amount of information in addition to the
information that has already been acknowledged. In effect, the receiver is advertising
a window of information that it is ready to accept. This approach is used by TCP.

5.3.2 Timing Recovery for Synchronous Services

Many applications involve information that is generated in a synchronous and peri-
odic fashion. For example, digital speech and audio signals generate samples at the
corresponding Nyquist sampling rate of 8 kHz and 44 kHz, respectively. Video signals
generate blocks of compressed information corresponding to an image 30 times a sec-
ond. To recover the original signal at the receiver end, the information must be input
into the decoder at the same rate at which it was produced at the encoder. Figure 5.27
shows the effect of a transmission over a network on the temporal relationship of the
original information blocks. In general networks will introduce a variable amount of
delay, and so certain blocks will arrive relatively earlier or later than others, resulting
in break up of the periodicity in the sequence, as indicated in the figure. This effect is
referred to as timing jitter. In this section we consider timing recovery protocols that
can be used to restore the original timing relationship of the sequence of information
to allow the decoder to operate correctly.

The first thing that can be done is to provide relative timing information in the
sequence of transmitted blocks by inserting a timestamp in each block that enters the
network. These timestamps can be used at the receiver to determine both the sequencing
of the blocks as well as their relative timing. The typical approach in the “playout”
procedure is to select some fixed delay target Tplayout that exceeds the total delay that
can be experienced by blocks traversing the network. The objective is to play out all the
blocks of information so that the total delay, including the network delay, is constant and
equal to Tplayout. Thus each time a block of information arrives, an additional delay is
calculated, using the difference in the timestamps of the current block and the preceding
block.

Most applications have a nominal clock frequency that is known to the transmitter
and the receiver, for example, 8 kHz for telephone speech, 44 kHz for audio, or 27 MHz
for television. This clock frequency dictates the rate at which samples are to be played
out. However, it is extremely unlikely that the clock at the receiver will be exactly
synchronized to the clock at the transmitter. Figure 5.28 shows the effect of differences
in clock rate. The figure shows the times at which the information blocks were produced,
and the arrows indicate the total delay that was encountered in the network. When the
receiver clock is slow relative to the transmitter clock, the receiver will play its samples
at a rate slower than they were produced. Consequently, over a period of time the receiver

Synchronous source
sends periodic

information blocks

Network output
not periodic

Network

FIGURE 5.27 Timing
recovery.
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FIGURE 5.28 Clock rate differences and their effect on transmission.

buffer will grow, eventually leading to loss of information due to buffer overflow. On
the other hand, when the receiver is too fast, the receiver buffer will gradually empty
and the playout procedure will be interrupted due to lack of available samples. These
examples show why the timing recovery protocol must also include a clock recovery
procedure that attempts to also synchronize the receiver clock to the transmitter clock.

Many techniques have been proposed for carrying out clock recovery. We will dis-
cuss two representative approaches. Figure 5.29 shows a system in which the sequence
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FIGURE 5.29 Adaptive clock recovery.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


5.3 Other Peer-to-Peer Protocols 319

Transmitter Receiver

Network clock

� f � f

frfs

fn

Network

FIGURE 5.30 Clock recovery with synchronous network.

of timestamp values is used to perform clock recovery. The timestamps in the arriv-
ing blocks of information were generated by sampling a counter that is driven by the
transmitter clock. The receiver system has a counter that attempts to synchronize to the
transmitter clock. The sequence of timestamp values is compared to the local counter
values to generate an error signal that is indicative of the difference between the trans-
mitter and receiver clocks. This error signal is filtered and used to adjust the frequency
of the local clock. If the difference signal indicates that the local clock is slow, then the
frequency of the local clock is increased. If the difference indicates that the local clock
is fast, then the frequency of the local clock is reduced. The recovered clock is then
used to control the playout from the buffer.

When the local clock is synchronized to the transmitter clock the buffer contents
will vary about some constant value. Variations in the buffer contents occur according
to the delay jitter experienced by the blocks in traversing the network. Therefore, the
size of the buffer must be designed to accommodate the jitter that is experienced in the
given network.

Another very effective clock recovery procedure can be used when the transmitter
and receiver are connected to a network in which all the elements are synchronized to
a common clock, as shown in Figure 5.30. For example, many networks now use the
Global Positioning System (GPS) to provide this capability.7 The transmitter can then
compare its frequency fs to the network frequency fn to obtain difference � f . The
difference � f is calculated as follows. Every time the transmitter clock completes
N cycles, the number of cycles M completed by the network clock is found. The
measured value M is transmitted to the receiver. The receiver deduces � f by using the
fact that the frequencies are related by the following equation:

fn

fs
= 1/M

1/N
(5.13)

7GPS was developed by the U.S. military to provide satellite signals that can be processed to enable a
receiver to compute position, velocity, and time.
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The receiver then controls the playout using the frequency fr , which is given by

fr = fn − � f (5.14)

The advantage of this method is that the jitter that takes place within the network
does not at all affect the timing recovery procedure, as was the case in Figure 5.29. The
basic approach presented here has been made more efficient through a technique called
the synchronous residual timestamp (SRTS) method. This method has been incorporated
in standards for timing recovery in ATM networks that operate over SONET.

EXAMPLE Real-Time Transport Protocol

The Real-Time Transport Protocol (RTP) is an application layer protocol designed
to support real-time applications such as videoconferencing, audio broadcasting, and
Internet telephony. RTP usually operates over UDP, but it can work over connection-
oriented or connectionless lower-layer protocols. RTP is concerned only with providing
a mechanism for the transfer of information regarding source type, sequence number-
ing, and timestamps. RTP itself does not implement the procedures for performing
timing recovery. This function must be done by applications that operate on top of RTP.
RTP is discussed in Chapter 10.

5.3.3 TCP Reliable Stream Service and Flow Control

We now introduce the TCP protocol that provides connection-oriented reliable stream
service.8 As in the case of ARQ protocols discussed in previous sections, we are inter-
ested in delivering the user information so that it is error free, without duplication, and
in the order produced by the sender. However, the user information does not necessarily
consist of a sequence of information blocks, but instead consists of a stream of bytes,9

that is, groups of eight bits, as shown in Figure 5.31. For example, in the transfer of
a long file the sender is viewed as inserting a byte stream into the transmitter’s send
buffer. The task of the TCP protocol is to ensure the transfer of the byte stream to the
receiver and the orderly delivery of the stream to the destination application.

TCP was designed to deliver a connection-oriented service over IP that itself offers
connectionless packet transfer service. In this environment each packet that is transmit-
ted between a sender and receiver machine can traverse a different path and packets can
therefore arrive out of order. Unlike “wirelike” links considered in previous sections,
in the Internet it is possible for old segments from previous connections to arrive at
a receiver, thus potentially complicating the task of eliminating duplicate messages.
TCP deals with this problem by using long (32 bit) sequence numbers and by establish-
ing randomly selected initial sequence numbers during connection setup. At any given
time the receiver is accepting sequence numbers from a much smaller window, so the

8TCP is discussed in detail in Chapter 8.
9The term octet is used for an eight-bit byte in RFC 793 in which TCP is defined.
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FIGURE 5.31 TCP preview.

likelihood of accepting a very old message is very low. In addition, TCP enforces a
time-out period at the end of each connection to allow the network to clear old segments
from the network.

Figure 5.32 shows the segments that are exchanged in the “three-way handshake”
used to set up a TCP connection and establish the initial sequence numbers. The first
segment has the SYN bit in the TCP header set indicating that this is a connection setup
request from the ephemeral port 2743 in the machine with IP address 65.95.113.77 to
the well-known port 23 (Telnet) in the machine with IP address 128.113.25.22. The
segment indicates an initial sequence number 1839733355. The second frame contains
the response segment with the ACK bit in its header set to 1, and the acknowledgment
sequence number set to 1839733355 + 1 = 1839733356 to acknowledge the first seg-
ment. The pair of SYN segment and ACK response complete the setup of the TCP
connection in one direction. The second segment also has the SYN bit set to 1 to re-
quest the connection in the opposite direction and to propose initial sequence number
1877388864. The third segment completes the handshake by acknowledging the second

FIGURE 5.32 Example of TCP segment exchange: Three-way handshake for connection
setup; data transfer; and graceful connection close.
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FIGURE 5.33 TCP end-to-end flow control.

segment and confirming the sequence numbers. The bidirectional connection is now
set up and the applications can begin exchanging information.10

TCP uses a sliding window mechanism that implements a form of Selective Repeat
ARQ using ACK messages and a timer mechanism, as shown in Figure 5.33. The send
window contains three pointers:

• Slast points to the oldest byte that has not yet been acknowledged.
• Srecent points to the last byte that has been transmitted but not yet acknowledged.
• Slast + WS − 1 indicates the highest numbered byte that the transmitter is willing to

accept from its application.

Note that WS no longer specifies the maximum allowable number of outstanding trans-
mitted bytes. A different parameter, discussed below, specifies this value.

The receiver maintains a receive window which contains three pointers:

• Rlast points to the oldest byte that has been read by the destination application.
• Rnext points to the location of the highest numbered byte that has not yet been received

correctly, that is, the next byte it expects to receive.
• Rnew points to the location of the highest numbered byte that has been received

correctly.

Note that Rnew can be greater than Rnext because the receiver will accept out-of-
sequence, error-free segments. The receiver can buffer at most WR bytes at any given
time, so Rlast + WR − 1 is the maximum numbered byte that the receiver is prepared to
accept. Note that we are assuming that the user application does not necessarily read
the received bytes as soon as they are available.

The transmitter arranges a consecutive string of bytes into a segment. The seg-
ment contains a header with address information that enables the network to direct the
segment to its destination application process. The segment also contains a sequence

10The rationale for the design of the three-way handshake is given in Chapter 8.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


5.3 Other Peer-to-Peer Protocols 323

number that corresponds to the number of the first byte in the string that is being trans-
mitted. Note that this differs significantly from conventional ARQ. The transmitter
decides to transmit a segment when the number of bytes in the send buffer exceeds
some specified threshold or when a timer that is set periodically expires. The sending
application can also use a push command that forces the transmitter to send a segment.

When a segment arrives, the receiver performs an error check to detect transmission
errors. If the segment is error free and is not a duplicate segment, then the bytes are
inserted into the appropriate locations in the receive buffer if the bytes fall within the
receive window. As indicated earlier, the receiver will accept out-of-order but error-
free segments. If the received segment contains the byte corresponding to Rnext, then
the Rnext pointer is moved forward to the location of the next byte that has not yet been
received. An acknowledgment with the sequence number Rnext is sent in a segment that
is transmitted in the reverse direction. Rnext acknowledges the correct receipt of all bytes
up to Rnext − 1. This acknowledgment, when received by the transmitter, enables the
transmitter to update its parameter Slast to Rnext, thus moving the send window forward.

As an example consider the sequence of TCP segments in Figure 5.32. Frame 4 in
the top pane contains a segment from the Telnet server to the Telnet client. The first byte
in the segment has sequence number 1877388865 and carries a payload of 12 bytes.
Frame 5 contains a segment in the reverse direction which carries an ACK number of
1877388877 which acknowledges these 12 bytes.

TCP separates the flow control function from the acknowledgment function. The
flow control function is implemented through an advertised window field in the seg-
ment header. Segments that travel in the reverse direction contain the advertised win-
dow size that informs the transmitter of the number of buffers currently available at the
receiver. The advertised window size is given by

WA = WR − (Rnew − Rlast) (5.15)

The transmitter is obliged to keep the number of outstanding bytes below the
advertised window size, that is

Srecent − Slast ≤ WA (5.16)

To see how the flow control takes effect, suppose that the application at the receiver’s
side stops reading the bytes from the buffer. Then Rnew will increase while Rlast remains
fixed, thus leading to a smaller advertised window size. Eventually the receive window
will be exhausted when Rnew−Rlast = WR, and the advertised window size will be zero.
This condition will cause the transmitter to stop sending. The transmitter can continue
accepting bytes from its application until its buffer contains WS bytes. At this point the
transmitter blocks its application from inserting any more bytes into the buffer.

As an example consider the sequence of segments in Figure 5.32 once more. From
frame 1 we can see that the initial window size for the client is 31988 bytes. The initial
window size for the server is 49152 bytes. The variation in the client’s window size can
be seen from the sequence of segments in the figure.

Finally, we consider the retransmission procedure that is used in TCP. The transmit-
ter sets a timer each time a segment is transmitted. If the timer expires before any of the
bytes in the segment are acknowledged, then the segment is retransmitted. The Internet
environment in which TCP must operate implies that the delay incurred by segments in
traversing the network can vary widely from connection to connection and even during
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the course of a single connection. For this reason TCP uses an adaptive technique for
setting the retransmission time-out value. The round-trip time (RTT) tRTT is estimated
continuously, using measurements of the time τn that elapses from the instant a segment
is transmitted until when the corresponding acknowledgment is received

tRTT (new) = αtRTT (old) + (1 − α)τn (5.17)

where α is a number between 0 and 1. A typical value of α is 7/8. The time-out value
tout is chosen to take into account not only tRTT but also the variability in the estimates
for the round-trip time. This variability is given by the standard deviation σRTT of the
round-trip time. The time-out value is then

tout = tRTT + kσRTT (5.18)

where k is some suitable constant. Thus if the estimates for round-trip times are highly
variable, then the standard deviation will be large and a large time-out value will be
used. On the other hand, if the round-trip times are nearly constant, the standard de-
viation will be close to zero, and the time-out value will be slightly larger than the
mean round-trip time. The standard deviation involves estimating the average of the
squared deviation, (τn − tRTT)2, and taking the square root. In practice, the average of
the absolute deviation |τn − tRTT | is simpler to estimate and is used instead:

dRTT (new) = βdRTT (old) + (1 − β)|τn − tRTT | (5.19)

A typical value is β = 3/4. The time-out value that has been found to work well
is then

tout = tRTT + 4dRTT (5.20)

PART II: Data Link Controls

The main purpose of the data link layer is to enable the transfer of frames of information
over the digital bit or octet stream provided by the physical layer. To provide this service
the data link layer may be called upon to:

1. Insert framing information into the transmitted stream to indicate the boundaries
that define frames.

2. Provide error control to ensure reliable transmission.
3. Provide flow control to prevent the transmitter from overrunning the receiver buffers.
4. Insert address or protocol type information to enable the data link layer to carry

information from multiple users.

In addition, the data link protocol may provide maintenance and security functions
that are required to operate the data link. The main assumption here is that the data
link is wirelike in the sense that frames arrive, if they arrive at all, in the same order
that they were transmitted. Thus the data link controls are applicable to point-to-point
communication lines as well as connections over a network where frames follow the
same path.

We begin this part by discussing various approaches to perform the framing func-
tion. We then show how framing, error control, and flow control are incorporated into
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standard data link controls. We will focus on the Point-to-Point Protocol (PPP) and the
High-level Data Link Control (HDLC), which were developed by the IETF and ISO,
respectively.

5.4 FRAMING

Framing involves identifying the beginning and end of a block of information within a
digital stream. Framing presupposes that there is enough synchronization at the physical
layer to at least identify an individual bit or byte. There is a hierarchy of degrees of
bit synchronization accuracy and associated framing methods. At the coarsest level of
accuracy we have asynchronous data transmission, which was discussed for the RS-232
standard for serial line interfaces in Appendix 3A. In this case, transmissions do not
occur at regular intervals and the receiver resynchronizes at the start of each eight-bit
character by the use of a start bit that precedes and a stop bit that ends each character as
shown in Figure 3.79. In synchronous data transmission bits are transmitted at regular
intervals and the receiver has circuitry (typically, a phase locked loop) that recovers and
tracks the frequency and bit transitions of the received data. We saw in Chapter 3 that
line coding is used to facilitate bit synchronization at the receiver by providing enough
transitions in the transmitted bit stream regardless of the information contents.

The requirements on a framing method can vary in several ways. Framing may
involve delineating the boundaries between frames that are of fixed length or it may
involve delineating between frames that are of variable length. In some cases, the infor-
mation contained inside a frame can be any number of bits, and in others, the information
is constrained to be an integer number of characters of a certain length (e.g., octets or
32-bit words).

Consider the case of frames that are fixed in length. The first example we encoun-
tered of this case was in the physical layer for the T-1 carrier system in which a frame
consists of a single framing bit followed by 24 octets as shown in Figure 4.4. The single
framing bit follows the pattern 101010. . . . When the receiver needs to synchronize to
a bit streams it is initially in a “hunt” state where it tests a given bit position to see
if it corresponds to the framing bit. It is statistically very improbable that an arbitrary
position will carry the sequence 1010 . . . for a long time, so eventually the receiver
will lock onto the correct framing bit position. Thereafter, only bit errors, loss of bits,
or loss of signal will cause a loss of frame synchronization. A second example of fixed
length framing in the physical layer is provided by SONET frames where the first two
octets of each frame consist of the sequence 11110110 00101000. A third example of
a fixed-length framing is provided by ATM cell delineation. An ATM cell is a fixed
length packet that consists of 53 bytes. ATM framing can be viewed as a data link layer
function and is based on the use of header CRC checking, which is discussed later in
this section. The essence of framing in these three examples is character counting. After
the framing bit or character is found, the end of a frame can be found by counting the
specified number of characters. The purpose of the framing bit or character is merely
to confirm that the frame position has not changed or been lost.

Variable-length frames need more information to delineate. The methods available
include: special characters to identify beginning and end of frame, special bit patterns
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Data to be sent

A DLE B ETX DLE STX E

After stuffing and framing

DLE DLE B ETX DLE DLE STXDLE STX A E DLE ETX

FIGURE 5.34 Example of byte stuffing using data link escape (DLE) characters.

“flags” to identify the beginning and end of frames, and character counts and CRC
checking methods.

BEGINNING AND END OF FRAME CHARACTERS AND BYTE STUFFING
Character-based frame synchronization methods are used when the information in a
frame consists of an integer number of characters. For example, asynchronous transmis-
sion systems are used extensively to transmit sequences of printable characters using
eight-bit ASCII code. To delineate a frame of characters, special eight-bit codes that do
not correspond to printable characters are used as control characters. In ASCII code all
characters with hexadecimal values less than 20 correspond to nonprintable characters.
In particular an STX (start of text) control character has HEX value 02 and indicates the
beginning of a frame and an ETX (end of text) character has HEX value 03 and denotes
the end of a frame. This method works if the frame contains only printable characters.
If a frame carries computer data, then it is possible that an ETX character will appear
inside the frame and cause the receiver to prematurely truncate the frame. We say that
the method is not transparent because the frame cannot carry all possible bit sequences.

The use of byte stuffing enables transparent operation. Byte stuffing operates as
follows. A special DLE (data link escape) control with HEX value 10 is introduced. The
two-character sequence DLE STX is used to indicate the beginning of a frame and DLE
ETX denotes the end of a frame. The receiver looks for these character pairs to identify
the beginning and end of frames. In order to deal with the occurrence of DLE STX
or DLE ETX in the data contained in the frame, an extra DLE is inserted or “stuffed”
before the occurrence of a DLE inside the frame. Consequently every legitimate DLE
in the data is replaced by two DLEs. The only incidence of an individual DLE occurs
when DLE precedes the STX or the ETX that identify the beginning and end of frame.
Figure 5.34 shows an example of byte stuffing.

FLAGS, BIT STUFFING, AND BYTE STUFFING
Flag-based frame synchronization was developed to transfer an arbitrary number of
bits within a frame. Figure 5.35 shows the structure of an HDLC frame. The beginning

Flag Address Control Information FlagFCS

FIGURE 5.35 Frame structure of HDLC: The information field can
contain an arbitrary number of bits.
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0110111111111100
Data to be sent

After stuffing and framing

0111111001101111101111100001111110

(a)

*000111011111-11111-110*

Data received

After destuffing and deframing

01111110000111011111011111011001111110
(b)

FIGURE 5.36 Example of (a) bit
stuffing and (b) destuffing in HDLC.

and end of an HDLC frame is indicated by the presence of an eight-bit flag. The flag
in HDLC consists of the byte 01111110, that is, HEX 7E. Bit stuffing prevents the
occurrence of the flag inside the frame. The transmitter examines the contents of the
frame and inserts an extra 0 after each instance of five consecutive 1s. The transmitter
then attaches the flag at the beginning and end of the resulting bit-stuffed frame. The
receiver looks for five consecutive 1s in the received sequence. Five 1s followed by
a 0 indicate that the 0 is a stuffing bit, and so the bit is removed. Five consecutive 1s
followed by 10 indicate a flag. Five 1s followed by 11 indicate an error.

Figure 5.36a gives an example of bit stuffing in HDLC. To send the sequence, the
transmitter needs to stuff two bits as shown. Part (b) shows how a receiver recovers
the original sequence by removing stuff bits and flags. The “-” in the above sequence
indicates locations where a stuffing 0 has been removed and the “*” denotes locations
where the flag has been removed.

The HDLC flag is used in PPP data link control to provide framing as shown in
Figure 5.37.11 In PPP the data in a frame is constrained to be an integer number of
octets. As before the flag 0x7E is used to indicate the beginning and end of a frame.
Byte stuffing is used to deal with the occurrence of the flag inside the frame. A Control
Escape octet is defined as binary 01111101, 0x7D. Any occurrence of the flag or the
Control Escape character inside the frame is replaced by a two-character sequence
consisting of Control Escape followed by the original octet exclusive-ORed with 0x20,
that is, 00100000. After the exclusive-OR operation the characters 0x7E and 0x7D are
replaced by 0x7D 0x5E and 0x7D 0x5D, respectively.

Flag
01111110

Address
1111111

Control
00000011

InformationProtocol

All stations are to
accept the frame

Unnumbered
frame

Specifies what kind of packet is contained in the
payload, e.g., LCP, NCP, IP, OSI CLNP, IPX

Flag
01111110

CRC

FIGURE 5.37 Frame structure of PPP frame: PPP uses the same flag as HDLC and
inserts a protocol field that specifies the type of packet contained in the payload.

11PPP framing is defined in RFC 1662.
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41 7D 42 7E 50 70 46

5D 42 7D 5E 50 70 467E 41 7D 7E

Data to be sent

After stuffing and framing

FIGURE 5.38 Example of byte stuffing in PPP.

The receiver must remove the inserted Control Escape characters prior to computing
the CRC checksum. Each Control Escape octet is removed and the following octet is
exclusive-ORed with 0x20, unless the octet is the Flag, which indicates the end of
frame. Figure 5.38 gives an example of byte stuffing in PPP.

PPP framing can be used over asynchronous, bit-synchronous, or octet-synchronous
transmission systems, as discussed in RFC 1549. PPP is used extensively in dialup
modems. PPP also provides the framing in Packet-over-SONET (POS) to carry packet
streams over high-speed SONET digital transmission systems.12

CRC-BASED FRAMING
Generic Framing Procedure (GFP) is a new standard for framing that is intended to
address some shortcomings of PPP framing. A problem with byte stuffing as applied
in PPP is that each appearance of 0x7E or 0x7D inside a frame adds an extra byte to
the signal that needs to be transmitted. This creates a situation where the size of the
transmitted frame that contains a given number of characters cannot be predicted ahead
of time. Byte stuffing also provides an opportunity for malicious users to inflate the
bandwidth consumed by inserting flag patterns within a frame.

GFP combines a frame length indication field with the Header Error Control (HEC)
method used to delineate ATM cells. The use of a frame length indication field is simple.
If we know the beginning of a frame, then we can find the length of the frame by looking
at the length indication field. By counting the number of bytes indicated in the field, we
then find the beginning of the next frame. The procedure can be continued indefinitely
in the absence of errors. Unfortunately the occurrence of an error in the count field
leads to a situation where the beginning of the next frame cannot be found. The use of
HEC solves this problem.

Figure 5.39 shows the structure of the GFP frame. The first two fields, PLI and
cHEC, are used to delineate a frame. The two-byte Payload Length Indicator (PLI)
gives the size in bytes of the GFP payload area and so indicates the beginning of the
next GFP frame. The two-byte cHEC field contains the CRC-16 redundancy check bits
for the PLI and cHEC fields. The cHEC can be used to correct single errors and to
detect multiple errors.

The GFP receiver synchronizes to the GFP frame boundary through a three-state
process. The receiver is initially in the hunt state where it examines four bytes at a time

12Packet over SONET is defined in RFC 2615.
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FIGURE 5.39 Frame structure of generic framing procedure.

to see if the CRC computed over the first two bytes equals the contents of the next two
bytes. If there is no match, the receiver moves forward by one byte as GFP assumes
octet synchronous transmission given by the physical layer. When the receiver finds a
match it moves to the pre-sync state. While in this intermediate state the receiver uses
the tentative PLI field to determine the location of the next frame boundary. If a target
number N of successful frame detections has been achieved, then the receiver moves
to the sync state. The sync state is the normal state where the receiver examines each
PLI, validates it using the cHEC, extracts the payload, and proceeds to the next frame.
In the sync state the single-error correcting capability of the CRC-16 is activated so
that the occurrence of an isolated error does not disrupt frame synchronization.

The payload area in the GFP frame is scrambled using a 1 + x43 scrambler de-
veloped for ATM. The scrambling prevents malicious users from inserting sequences
in the payload that consist of long strings of zeros and can cause SONET equipment
to lose bit synchronization. This issue was discussed in the section on line coding in
Chapter 3.

GFP is designed to operate over octet-synchronous physical layers. GFP carries
payloads that are a multiple number of octets. The frames in GFP can be of variable
length or of fixed length. In the frame-mapped mode, GFP can be used to carry variable-
length payloads such as Ethernet frames, PPP/IP packets, or any HDLC-framed PDU.
In the transparent-mapped mode, GFP carries synchronous information streams with
low delay in fixed-length frames. Transparent mode GFP is suitable for handling traf-
fic generated by computer storage devices using standards such as Fiber Channel,
ESCON, FICON, and Gigabit Ethernet. GFP is an important emerging standard be-
cause it enables the most popular access standards (e.g., Ethernet, IP) to be carried over
the most common transport equipment, namely, SONET/SDH.

5.5 POINT-TO-POINT PROTOCOL

The Point-to-Point Protocol (PPP) provides a method for encapsulating IP packets
over point-to-point links. PPP can be used as a data link control to connect two routers
or can be used to connect a personal computer to an Internet service provider (ISP)
using a telephone line and a modem. The PPP protocol can operate over almost any
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FIGURE 5.40 Example of a PPP frame.

type of full-duplex point-to-point transmission link. It can also operate over traditional
asynchronous links,13 bit synchronous links, and new transmission systems such as
ADSL and SONET.

The PPP protocol uses an HDLC-like frame format to encapsulate datagrams over
point-to-point links, as shown in Figure 5.36. The PPP frame always begins and ends
with the standard HDLC flag. Unlike HDLC, PPP frames consist of an integer number
of bytes. For this reason, the bit stuffing technique of HDLC is not used. Instead the
byte insertion method discussed in the previous section is used.

The second field in the PPP frame normally contains the “all 1s” address field
(0xFF) that indicates that all stations are to accept the frame.14 The control field is
usually set to 00000011 (0x03) because PPP is normally run in connectionless mode.
The 00000011 indicates an unnumbered HDLC frame, and so sequence numbers are not
used. Figure 5.40 shows an example of a PPP frame. The middle pane shows the address
and control fields of packet 4, which can be seen to conform to the preceding discussion.
The protocol field indicates that the given frame carries a multilink PPP protocol PDU
in its payload, which ultimately carries an HTTP message.

PPP was designed to support multiple network protocols simultaneously; that is,
PPP can transfer packets that are produced by different network layer protocols. This

13In asynchronous links the transmission of each character is preceded by a “start” bit and followed by a
“stop” bit. Synchronous links provide long-term bit synchronization, making start and stop bits unnecessary.
14HDLC is discussed in the next section.
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FIGURE 5.41 PPP phase diagram.

situation arises in multiprotocol routers that can simultaneously support several network
layer protocols. The protocol field is 1 or 2 bytes long and is used to identify the network
layer protocol of the packet contained in the information field. Note that the protocol
and PPP information field together correspond to the information field in the normal
HDLC frame (see Figure 5.35).15 Finally, the CRC field can use the CCITT 16 or
CCITT 32 generator polynomials presented in Chapter 3.

The PPP protocol provides many useful capabilities through a link control protocol
and a family of network control protocols. The Link Control Protocol (LCP) is used
to set up, configure, test, maintain, and terminate a link connection. As shown in
Figure 5.41, the LCP begins by establishing the physical connection. The LCP involves
an exchange of messages between peers to negotiate the link configuration. During the
negotiation, a PPP endpoint may also indicate to its peer that it wants to multilink (i.e.,
combine multiple physical links into one logical link). Multilink PPP allows a high-
speed data link to be built from multiple low-speed physical links. Once the peers have
agreed on a configuration, an authentication process, if selected in the configuration, is
initiated. We discuss the authentication option below.

After authentication has been completed, a Network Control Protocol (NCP) is
used to configure each network layer protocol that is to operate over the link. PPP
can subsequently transfer packets from these different network layer protocols (such
as IP, IPX, Decnet, AppleTalk) over the same data link. The destination peer can then
direct the encapsulated packet to the appropriate network layer protocol by reading the
protocol field in the frame. The reason this capability is important is that routers have
evolved to simultaneously support packets from different network protocols.

When a PC is connecting to an IP network, as in Figure 5.41, the NCP for IP
negotiates a dynamically assigned IP address for the PC. In low-speed lines it may also

15A comparison of Figure 5.37 with Figure 5.46 shows the bits in the PPP control field appear in reverse
order relative to the HDLC control field.
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negotiate TCP and IP header compression schemes that reduce the number of bits that
need to be transmitted.

A particular strength of PPP is that it includes authentication protocols, which is
a major issue when the computer connects to a remote network. After the LCP has
set up the link, these protocols can be used to authenticate the user. The Password
Authentication Protocol (PAP) requires the initiator to send an ID and a password.
The peer process then responds with a message indicating that the authentication has
been successful or has failed. Depending on the type of situation, a system may allow
a few retries. When PAP decides that a request has failed, it instructs the LCP to
terminate the link. PAP is susceptible to eavesdropping because the ID and password
are sent in plain text; PAP is therefore vulnerable to many different types of security
attacks.

The Challenge-Handshake Authentication Protocol (CHAP) provides greater
security by having the initiator and the responder go through a challenge-response
sequence. CHAP assumes that the peer processes have somehow established a shared
secret key. After LCP has established the link, the authenticator sends a challenge to its
peer. The challenge consists of a random number and an ID. The peer process responds
with a cryptographic checksum of the challenge value that makes use of the shared
secret. The authenticator verifies the cryptographic checksum by using the shared secret
key. If the two checksums agree, then the authenticator sends an authentication message.
The CHAP protocol allows an authenticator to reissue periodically the challenge to
reauthenticate the process. Security protocols are discussed in detail in Chapter 11.

EXAMPLE PPP Connection Setup and Release

Figure 5.42 shows the frames exchanged during the setup of a PPP connection on a
dialup modem to an Internet Service Provider. The first nine frames are associated
with the Link Control Protocol. Each end of the link sends LCP Configuration Request
frames proposing a set of configuration options. The other end responds with an LCP
Configuration-Ack if the options are acceptable, Configuration-Nak if all the options
are recognizable but not acceptable, or Configuration-Reject if some of the options are
not recognizable or not acceptable for negotiation. It can be seen from the figure that
the options negotiation may require a number of frame exchanges. The content of the
final LCP options negotiation frame is shown in the middle pane of the figure, which
confirms that Password Authentication Protocol (PAP) is to be used for authentication.

Frames 10 and 11 carry out the PAP exchange. Recall that PAP sends the password
in plain text, and if one were to zoom into the contents of frame 10 one can see
the password. The final phase of the connection setup involves the Network Control
Protocol. The example shows the use of the Internet Protocol Control Protocol (IPCP)
to negotiate IP addresses and the use of IP datagram compression. Frame 21 is the
final IPCP configuration acknowledgment. The PPP connection is now ready for data
transfer. The PPP connection release involves the exchange of LCP Termination Request
frame and LCP Termination Ack frames. These are not shown in the figure.
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FIGURE 5.42 PPP packet capture during LCP and NCP negotiations.

5.6 HDLC DATA LINK CONTROL

High-level Data Link Control (HDLC) provides a rich set of standards for operating a
data link over bit synchronous physical layers. HDLC is derived from the Synchronous
Data Link Control (SDLC) developed by IBM. It is also related to the Link Access
Procedure standards (LAPB and others) developed by CCITT-ITU.

5.6.1 Data Link Services

In Figure 5.43 we show the data link control as a set of functions whose role is to
provide a communication service to the network layer. The network layer entity is



334 CHAPTER 5 Peer-to-Peer Protocols and Data Link Layer

Physical
layer

Physical
layer

Data link
layer

Data link
layer

Network
layer

Network
layer“Packet”

“Frame”

DLSDU DLSDU

DLPDU

NLPDU

DLSAPDLSAP

FIGURE 5.43 The data link
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involved in an exchange of packets with a peer network layer entity located at a neighbor
packet-switching node. To exchange these packets the network layer must rely on the
service that is provided by the data link layer. The data link layer itself transmits
frames and makes use of the bit transport service that is provided by the physical layer,
that is, the actual digital transmission system.

The network layer passes its packets (network layer PDU or NLPDU) to the data
link layer in the form of a data link SDU (DLSDU). The data link layer adds a header
and CRC check bits to the SDU (packet) to form a data link PDU (DLPDU) frame.
The frame is transmitted using the physical layer. The data link layer at the other end
recovers the frame from the physical layer, performs the error checking, and when
appropriate delivers the SDU (packet) to its network layer.

Data link layers can be configured to provide several types of services to the net-
work layer. For example, a connection-oriented service can provide error-free, ordered
delivery of packets. Connection-oriented services involve three phases. The first phase
involves setting up the connection. Each network layer has a service access point (SAP)
through which it accesses its data link layer. These SAPs are identified by addresses,
and so the connection setup involves setting up variables and allocating buffers in the
data link layers so that packets can flow from one SAP to the other. The second phase
of a connection-oriented service involves the actual transfer of packets encapsulated in
data link frames. The third phase releases the connection and frees up the variables and
buffers that have been allocated to the connection.

Data link layers can also be configured to provide connectionless service. In this
case there is no connection setup, and the network layer is allowed to pass a packet
across its local SAP together with the address of the destination SAP to which the
packet is being sent. The data link layer transmits a frame that results in the deliv-
ery of a packet to the destination network layer. The connectionless service can be
an acknowledged service in which case the destination network layer must return an
acknowledgment that is delivered to the sending network layer. The connectionless
service can also be unacknowledged in which case no acknowledgment is issued to
the sending network layer. We show later in Chapter 6 that the local area networks
generally provide unacknowledged connectionless service.
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FIGURE 5.44 HDLC configurations.

5.6.2 HDLC Configurations and Transfer Modes

HDLC provides for a variety of data transfer modes that can be used in a number of
different configurations. The normal response mode (NRM) of HDLC defines the
set of procedures that are to be used with the unbalanced configurations shown in
Figure 5.44. This mode uses a command/response interaction whereby the primary
station sends command frames to the secondary stations and interrogates or polls the
secondaries to provide them with transmission opportunities. The secondaries reply
using response frames. In the balanced point-to-point link configuration, two stations
implement the data link control, acting as peers. This configuration is currently in wide
use. HDLC has defined the asynchronous balanced mode (ABM) for data transfer for
this configuration. In this mode information frames can be transmitted in full-duplex
manner, that is, simultaneously in both directions.

5.6.3 HDLC Frame Format

We saw in the discussion of ARQ that the functionality of a protocol depends on the
control fields that are defined in the header. The format of the HDLC frame is defined
so that it can accommodate the various data transfer modes. Figure 5.45 shows the

Flag Address Control Information FlagFCS

FIGURE 5.45 HDLC frame format.
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format of an HDLC frame. Each frame is delineated by two 8-bit flags. The frame
has a field for only one address. Recall that in the unbalanced configuration, there is
always only one primary, but there can be more than one secondary. For this reason,
the address field always contains the address of the secondary. The frame also contains
an 8- or 16-bit control field. We discuss the various types of controls fields below.
The information field contains the user information, that is, the SDU. Finally, a 16- or
32-bit CRC calculated over the control, address, and information fields is used to pro-
vide error-detection capability. The ITU-CRC polynomials discussed in Chapter 3 are
used with HDLC.

There are three types of control fields. Figure 5.46 shows the general format of
the control field. A 0 in the first bit of the control field identifies an information frame
(I-frame). A 10 in the first two bits of the control field identifies a supervisory
frame. Finally, a 11 in the first two bits of the control field identifies an unnumbered
frame. The information frame and supervisory frames implement the main functions
of the data link control, which is to provide error and flow control.

Each control field contains a Poll/Final bit indicated by P/F in Figure 5.46. In
unbalanced mode this bit indicates a poll when being sent from a primary to a secondary.
The bit indicates a final frame when being sent from a secondary to a primary. Thus to
poll a given secondary, a host sends a frame to the secondary, indicated by the address
field with the P/F bit set to 1. The secondary responds to such a frame by transmitting
the frames it has available for transmission. Only the last frame transmitted from the
secondary has the P/F bit set to 1 to indicate that it is the final frame.

The N(S) field in the I-frame provides the send sequence number of the I-frame.
The N(R) field is used to piggyback acknowledgments and to indicate the next frame
that is expected at the given station. N(R) acknowledges the correct receipt of all frames
up to and including N(R) − 1.

There are four types of supervisory frames, corresponding to the four possible
values of the S bits in the control field. A value of SS = 00 indicates a receive ready
(RR) frame. RR frames are used to acknowledge frames when no I-frames are available
to piggyback the acknowledgment. A value of SS = 01 corresponds to a reject (REJ)
frame. REJ frames are used by the receiver to send a negative acknowledgment. As
discussed in the section on ARQ, a REJ frame indicates that an error has been detected
and that the transmitter should go back and retransmit frames from N(R) onwards (for
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Go-Back-N). A value of SS = 10 indicates a receive not ready (RNR) frame. The RNR
frame acknowledges all frames up to N(R) − 1 and informs the transmitter that the
receiver has temporary problems, that is, no buffers, and will not accept any more frames.
Thus RNR can be used for flow control. Finally, SS = 11 indicates a selective reject
(SREJ) frame. SREJ indicates to the transmitter that it should retransmit the frame
indicated in the N(R) subfield (for Selective Repeat ARQ). Note that this frame is
defined only in HDLC, but not necessarily in other variations of HDLC.

The combination of the I-frames and supervisory frames allow HDLC to implement
Stop-and-Wait, Go-Back-N, and Selective Repeat ARQ. The discussions earlier in the
chapter regarding the operation of these ARQ protocols apply here. In particular, we
note that HDLC has two options for sequence numbering. In the default case HDLC
uses a three-bit sequence numbering. This scheme implies that the maximum send
window size is 23 − 1 = 7 for Stop-and-Wait and Go-Back-N ARQ. In the extended
sequence numbering option, the control field is increased to 16 bits, and the sequence
numbers are increased to 7 bits. The maximum send window size is 27 − 1 = 127 for
Stop-and-Wait and Go-Back-N ARQ. For Selective Repeat ARQ the maximum send
and receive window sizes are 4 and 64, respectively.

The unnumbered frames implement a number of control functions. Each type of
unnumbered frame is identified by a specific set of M bits. During call setup or release,
specific unnumbered frames are used to set the data transfer mode. For example, the
set asynchronous balanced mode (SABM) frame indicates that the sender wishes to
set up an asynchronous balanced mode connection; similarly, a set normal response
mode (SNRM) frame indicates a desire to set up a normal response mode connection.
Unnumbered frames are also defined to set up connections with extended, that is, seven-
bit sequence numbering. For example, a set asynchronous balanced mode extended
(SABME) frame indicates a request to set up an asynchronous balanced mode con-
nection with seven-bit sequence numbering. The disconnect (DISC) frame indicates
that a station wishes to terminate a connection. An unnumbered acknowledgment
(UA) frame acknowledges frames during call setup and call release. The frame reject
(FRMR) unnumbered frame reports receipt of an unacceptable frame. Such a frame
passes a CRC check but is not acceptable. For instance, it could have invalid values
of the S bits in the case of supervisory frames, for example, 11 when SREJ is not
defined, or invalid values of the M bits for an unnumbered frame. The FRMR frame
contains a field where additional information about the error condition can be provided.
Finally, we note that additional unnumbered frame types are defined for such tasks as
initialization, status reporting, and resetting.

5.6.4 Typical Frame Exchanges

We now consider a number of simple examples to show how the frames that are defined
for HDLC can be used to carry out various data link control procedures. We use the
following convention to specify the frame types and contents in the following figures.
The first entry indicates the contents of the address field; the second entry specifies the
type of frame, that is, I for information, RR for receive ready, and so on; the third entry



338 CHAPTER 5 Peer-to-Peer Protocols and Data Link Layer

SABM UA

A

B

UA
Data

transfer
DISC

Time

FIGURE 5.47 Exchange of frames for connection establishment and
release.

is N(S) in the case of I-frames only, the send sequence number; and the following entry
is N(R), the receive sequence number. A P or F at the end of an entry indicates that the
Poll or Final bit is set.

Figure 5.47 shows the exchange of frames that occurs for connection establishment
and release. Station A sends an SABM frame to indicate that it wishes to set up an
ABM mode connection. Station B sends an unnumbered acknowledgment to indicate
its readiness to proceed with the connection. A bidirectional flow of information and
supervisory frames then takes place. When a station wishes to disconnect, it sends a
DISC frame and the other station sends UA.

Figure 5.48 shows a typical exchange of frames using normal response mode. In
this example the primary station A is communicating with the secondary stations B and
C. Note that all frames contain the address of the secondary station. Station A begins by
sending a frame to station B with the poll bit set and the sequence numbering N(R) = 0,
indicating that the next frame it is expecting from B is frame 0. Station B receives the
polling frame and proceeds to transmit three information frames with N(S) = 0, 1, 2.
The last frame has the final bit set. Frame 1 from station B incurs transmission errors,

Primary A Secondaries B, C

B, RR, 0, P

B, SREJ, 1

B, SREJ, 1, P

B, I, 0, 5

Time

C, RR, 0, P

C, RR, 0, F

B, I, 1, 0

B, I, 3, 0

B, I, 4, 0, F

B, I, 2, 0, F
B, I, 1, 0
B, I, 0, 0

FIGURE 5.48 Exchange of frames
using normal response mode.
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FIGURE 5.49 Exchange of frames using
asynchronous balanced mode.

and subsequently station A receives an out-of-sequence frame with N(S) = 2. Station A
now sends an SREJ frame with N(R) = 1 but without setting the poll bit. This frame
indicates to station B that it should be prepared to retransmit frame 1. Station A proceeds
to poll station C, which replies that it has no I-frames to transmit. Station A now sends an
SREJ to B with N(R) = 1, and the poll bit set. Station B responds by resending frame 1
and then skipping to frames 3 and 4. In the last frame in the figure, station A sends
to station B an information frame with N(S) = 0 and with N(R) = 5, acknowledging
receipt of all frames from B up to 4.

Finally, in Figure 5.49 we consider the case of bidirectional flow of information
using ABM. The following convention is used for the addressing: The address field
always contains the address of the secondary station. Thus if a frame is a command,
then the address field contains the address of the receiving station. If a frame is a
response, then the address field contains the address of the sending station. Information
frames are always commands. RR and RNR frames can be either command or response
frame; REJ frames are always response frames.

In the example, station A begins by sending frames 0 and 1 in succession. Station B
begins slightly later and transmits frame 0. Shortly thereafter station B receives frame 0
from A. When station B transmits its I-frame with NB(S) = 1, an acknowledgment is
piggybacked by setting NB(R) = 1. In the meantime, station A has received frame 0
from station B so when it transmits its frame 2, it piggybacks an acknowledgment by
using NA(R) = 1. Now frame 1 from station A has undergone transmission errors,
and so when station B receives a frame with NA(S) = 2, it finds that the frame is
out of sequence. Station B then sends a negative acknowledgment by transmitting an
REJ frame with NB(R) = 1. Meanwhile station A is happily proceeding with the
transmission of frames 2, 3, and 4, which carry piggybacked acknowledgments. After
receiving the REJ frame, station A goes back and begins retransmitting from frame 1
onward. Note that the value of N(R) is unaffected by retransmission. In the figure we use
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solid lines to indicate response frames that are sent from B to A. Thus we see that when
station B does not have additional I-frames for transmission, it sends acknowledgments
by using RR frames in response form.

◆ 5.7 LINK SHARING USING PACKET MULTIPLEXERS

In Chapter 1 we discussed how applications in early terminal-oriented networks
were found to generate data in a bursty fashion: Message transmissions would be sep-
arated by long idle times. Assigning a dedicated line to transmission from a single
terminal resulted in highly inefficient use of the line. Such inefficiency became a se-
rious issue when the transmission lines involved were expensive, as in the case of
long-distance lines. Statistical multiplexers were developed to concentrate data traffic
from multiple terminals onto a shared communication line, leading to improved effi-
ciency. Framing, addressing, and link control procedures were developed to structure
the communications in the shared transmission link, eventually leading to the develop-
ment of data link control protocols such as HDLC and PPP.

Current networks support a very broad array of applications many of which generate
traffic in highly bursty fashion, making statistical multiplexing an essential component
in the operation of packet networks. Indeed in Figure 5.7 we see that in modern networks
each packet switch takes packets that it receives from users and from other packet
switches and multiplexes them onto shared data links. In this section we present an
introduction to classical modeling techniques for analyzing the performance of packet
multiplexers.16 We begin by looking at the problem of multiplexing the packet flows
from various data sources. We find that the approach leads to significant improvements
in the utilization of the transmission line. We also find that the aggregation of traffic
flows results in improved performance. We then consider the multiplexing of packetized
voice traffic and again find benefits in the aggregation of multiple flows.

5.7.1 Statistical Multiplexing

Computer applications tend to generate data for transmission in a bursty manner. Bursts
of information are separated by long idle periods, and so dedicating a transmission line
to each computer is inefficient. This behavior led to the development of statistical mul-
tiplexing techniques for sharing a digital transmission line. The information generated
by a computer is formatted into packets that contain headers that identify the source
and destination, as shown in Figure 5.50. The packets are then transmitted in a shared
communications line. In general the packets are variable in length.

16The characterization of the traffic generated by current applications is not well understood and is currently
an active area of research. The reader is referred to recent issues of the IEEE Journal on Selected Areas in
Communications.
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FIGURE 5.50 Statistical multiplexing of data.

To see the benefit of multiplexing, consider Figure 5.51 where the packets from
three terminals are to be multiplexed. Part (a) shows the times when the packets would
have been transmitted if each terminal had its own line at speed R bps. Part (b) shows the
time when the packets are transmitted if the packets from the three flows are combined
by a multiplexer. Because the terminals generate packets in bursty fashion, it is possible
to combine the packet streams into a single line of speed R bps. Note that because
the packet generation times overlap, the multiplexer must buffer and delay some of
the packets. Nevertheless, all the packets get transmitted in the order in which they
were generated. Thus by aggregating the packet flows into a single transmission line,
the multiplexer reduces the system cost by reducing the number of lines.

In general, packet multiplexers are used in two situations. In the first situation pack-
ets arrive from multiple lines to a statistical multiplexer for transmission to a remote
site. In the second situation packets arrive to a packet switch that then routes some
of the packets for transmission over a specific data link. In effect, these packets are
statistically multiplexed onto the given link. In both situations the multiplexer buffers
the packets and arranges them in a queue. As the transmission line becomes available,
packets are then transmitted according to their position in the queue. Typically packets
are transmitted in first-in, first-out (FIFO) fashion, but increasingly multiplexers use
priorities and scheduling of various types to determine the order of packet transmission.

A1
Dedicated lines

Shared line

(a)

(b) A1 A2C1

C1 C2

B1 B2

B1 B2

C2

A2

FIGURE 5.51 Lines with and without multiplexing.
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Shared line

(a)

(b)

N(t)(c)

A1 A2C1

C1 C2

B1 B2

B1 B2

C2

A2

FIGURE 5.52 The number of packets in the statistical multiplexer N (t).

In general, most computer data applications do not tolerate loss, but they can tolerate
some delay. Consequently, the multiplexers are operated so that they trade off packet
delay versus utilization of the transmission line. However, the amount of buffering
available is limited, so packet losses can occur from time to time when a packet ar-
rives to a full system. End-to-end protocols are responsible for recovering from such
losses.

The behavior of a statistical multiplexer is characterized by N (t), the number of
packets in the statistical multiplexer at time t . Figure 5.52 shows N (t) for the example
in Figure 5.51. The variations in N (t) are determined by the arrival times and the
departure times of the packets. Suppose that the average length of a packet is E[L]
bits and that the transmission line has a speed of R bits/second. The average packet
transmission time is then E[L]/R seconds. Over the long run the transmission line can
handle at most µ = R/E[L] packets/second, so µ is the maximum departure rate
at which packets can be transmitted out of the system. For example, suppose that the
average packet size is 1000 bytes and that the transmission line speed is 64,000 bps.
The maximum packet transmission rate is then µ = 64,000 bps/(1000 bytes × 8 bits
per byte) = 8 packets/second.

Let λ be the average packet arrival rate to a multiplexer in packets/second. If λ is
higher than µ, then the buffer will build up on the average and many packet losses will
occur. However, when λ is less than µ, the number of packets in the multiplexer will
fluctuate because packet arrivals can bunch up or build up during the transmission of
particularly long packets. Consequently, packets can still overflow from time to time.
We can reduce the incidence of this type of packet loss by increasing the number of the
buffers. We define the load ρ to be given by ρ = λ/µ. Clearly, we want the arrival rate
λ to be less than the departure rate µ, and hence ρ < 1.
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FIGURE 5.53 Exponential density function for
interarrival times; the likelihood of an interarrival
time near t is given by the value of the density
function.

As an example we present the results for a statistical multiplexing system that is
modeled by the so-called M/M/1/K queueing model.17 In this model packets arrive
at a rate of λ packets/second, and the times between packet arrivals are random, are
statistically independent of each other, and have an exponential density function with
mean 1/λ seconds as shown in Figure 5.53. This arrival process is usually called the
Poisson arrival process.

Note from the figure that short interarrival times are more likely than are long in-
terarrival times. The model also assumes that the packet transmission times are random
and have an exponential density with mean 1/µ = E[L]/R. The model assumes that
there is enough buffering to hold up to K packets in the statistical multiplexer. The
packet delay T is defined as the total time a packet spends in the multiplexer and is
given by the sum of the time spent waiting in queue and the packet transmission time.
We show in Appendix A that the packet loss probability is given by

Ploss = (1 − ρ)ρK

1 − ρK+1
(5.21)

and the average packet delay is given by

E[T ] = E[N ]

λ(1 − Ploss)
(5.22)

where E[N ] is the average number of packets in the multiplexer

E[N ] = ρ

1 − ρ
− (K + 1)ρK+1

1 − ρK+1
(5.23)

Figure 5.54 and Figure 5.55 show the average delay and the packet loss probability
as a function of the load ρ. Note that in Figure 5.54 the average delay E[T ] is normalized
to multiples of the average packet transmission time E[L]/R. Figure 5.54 assumes a
value of K = 10 and shows both the desired case where ρ < 1 and overload case where
ρ > 1. We discuss these two cases below.

When the arrival rate is very small, that is, ρ is approximately zero, an arriving
packet is unlikely to find any packets ahead of it in queue, and so the delay in the
statistical multiplexer is simply one packet transmission time. Note that the packet

17The M/M/1/K queueing system is analyzed in Appendix A. The first M refers to the exponentially
distributed interarrival times, the second M refers to the exponentially distributed transmission times, the
1 refers to the fact that there is a single server, that is, transmission line, and the K refers to the maximum
number of packets allowed in the system. For this discussion we only need the formulas that result from
the analysis.
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FIGURE 5.54 Average packet
delay as a function of load in
M/M/1/10 system; delay is
normalized to multiples of a
packet transmission time.

loss probability is very low at small loads. As the load approaches about 0.7, the
average delay and the packet loss probability begin increasing. Note that if ρ < 1, then
ρK decreases with K , so the loss probability Ploss can be made arbitrarily small by
increasing K.

Now suppose that we have the overload condition ρ > 1. The packet loss proba-
bility increases steadily as the load increases beyond 1 because the system is usually
full, and so the excess packet arrivals are lost. However, note from Figure 5.54 that
the average delay approaches an asymptotic value of 10. Because the system is almost
always full, most of the packets that actually enter the system experience close to the
maximum delay of 10 transmission times.

The behavior of the average delay and the loss probability as a function of load
shown in the two figures is typical of a statistical multiplexing system. The exact
behavior will depend on the distribution of the packet interarrivals, on the distribution
of the packet transmission times, and on the size of the buffer. For example, consider
systems that are “more random” that the M/M/1/K system, that is, because arrivals are
more bursty or because the packet length distribution is such that long packets are more
probable. For such systems the average delay and the loss probabilities will increase
more quickly as a function of load ρ than in the figures. On the other hand, systems
that are “less random” will increase less quickly as a function of load.

Now suppose that the buffer size K is made arbitrarily large; that is, K → ∞ when
ρ < 1. The result is the so-called M/M/1 model. The loss probability Ploss goes to zero,
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FIGURE 5.55 Packet loss
probability as a function of load
for M/M/1/10.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


5.7 Link Sharing Using Packet Multiplexers 345

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99

Load

0

1

2

3

4 M/M/1 M/D/1

5

N
or

m
al

iz
ed

 a
ve

ra
ge

 d
el

ay

6

7

8

9

10 FIGURE 5.56 Average delay
for systems with infinite buffers.

and the average delay becomes

E[TM ] = 1

λ

[
ρ

1 − ρ

]
=

[
1

1 − ρ

]
1

µ
=

[
ρ

1 − ρ

]
1

µ
+ 1

µ
for M/M/1 model (5.24)

Figure 5.56 shows E[T ] for the M/M/1 system. The average packet transmission
time is 1/µ, so the average time spent waiting in queue prior to transmission is

E[WM ] = E[TM ] − 1

µ
=

[
ρ

1 − ρ

]
1

µ
for M/M/1 model (5.25)

Figure 5.56 also shows the average delay E[TD] for the M/D/1 system that has
exponential interarrivals, constant service times L/R corresponding to fixed-length
packets, and infinite buffer size. For the M/D/1 system, we have

E[TD] =
[

1 + ρ

2(1 − ρ)

]
1

µ
=

[
ρ

2(1 − ρ)

]
1

µ
+ 1

µ
for M/D/1 system (5.26)

so the average time spent waiting in queue is

E[WD] =
[

ρ

2(1 − ρ)

]
1

µ
for M/D/1 system (5.27)

Note that the M/M/1 and M/D/1 systems have delays that become arbitrarily large
as the load approaches 1, that is, as the arrival rate approaches the maximum packet
transmission rate. However, the system with constant service times has half the average
waiting time of the system with exponential service times. As expected, the packet
delay increases because the system becomes more random, that is, more variable in
terms of packet transmission times.
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EXAMPLE M/M/1 versus M/D/1

Consider a statistical multiplexer that has a transmission line with a speed of R =
64 kbps. Suppose that the average packet length is E[L] = 1000 bytes = 8000 bits and
that the average arrival rate is 4 packets/second. Compare the average packet delay for
constant-length packets to exponentially distributed packets.

The packet service rate is µ = 64,000 bps/8000 bits/packet = 8 packets/second.
Since λ = 4 packets/second, the load is ρ = λ/µ = 4/8 = 1/2. If packets have an
exponential density function, then E[TM ] = 2/8 = 250 ms. If packets are constant,
we then have E[TD] = 1.5/8 = 187 ms.

EXAMPLE Effect of Header Overhead on Goodput

Consider a statistical multiplexer that has a transmission line with a speed of R =
64 kbps. The goodput is the amount of actual user information that is transmitted.
Suppose that each packet has 40 bytes of IP and TCP header and that packets are
constant in length. Find the useful throughput if the total packet length is 200 bytes,
400 bytes, 800 bytes, and 1200 bytes.

Let L be the packet length in bytes. The packet service rate is then µ = 64,000/8L
packets/second. Letλbe the packet arrival rate; then the load isρ = λ/µ = 8λL/64,000,
and the goodput is γ = 8λ(L − 40) bps. Figure 5.57 shows the average packet delay
versus the goodput. Note that the delay is given in seconds. Thus when the multiplexer
has longer packets, the delay at low goodput is higher, since it takes longer to transmit
each packet. On the other hand, the longer packets also incur less header overhead in
terms of percentage and hence have a higher maximum achievable goodput. Indeed, it
is easy to show that the maximum goodput is given by γ = (1 − 40/L) 64,000 bps.
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FIGURE 5.57 Effect of header overhead on packet delay and goodput.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


5.7 Link Sharing Using Packet Multiplexers 347

MEASUREMENT, MODELS, AND REAL PERFORMANCE
The flow of traffic in modern networks is extremely complex. The various interact-
ing layers of protocols, for example, HTTP, TCP/IP, Ethernet, and PPP, provide a
framework for the interaction of the information flows generated by a multiplicity of
applications. The times when applications make requests are not scheduled, and the
pattern of packets transmitted is never quite the same. The challenge of the network
operator is to have enough resources (bandwidth, buffering, processing) in the right
configuration to handle the traffic at any given time. Measurement and performance
modeling are essential tools in carrying out this task.

Measurement helps identify patterns in the apparent chaos that is network traffic.
Time-of-day and day-of-week cycles in traffic levels and traffic patterns tend to
persist, and their changes can be tracked by measurement. The traffic flows generated
by specific types of applications can also be characterized and tracked over time.
Sudden surges and changes in traffic patterns can also be recognized, given the
template provided by what is “normal.” Longer-term trends in traffic levels and
patterns are also used to plan the deployment of network equipment.

Traffic models like the ones introduced in this section are useful in understand-
ing the dynamics and interplay between the basic parameters that determine perfor-
mance. Models are intended to simplify and capture only the essential features of a
situation. In doing so, models can be used to predict the (approximate) performance
in a given situation, and so they can form the basis for making decisions regarding
traffic management. However models are merely our attempt to characterize what is
going on “out there.” In fact, models that do not capture all the relevant features of
a situation can lead to incorrect conclusions. Measurement can be used to close the
loop between models and real performance; by comparing predictions of the models
with actual observations, we can modify and fine-tune the models themselves.

PERFORMANCE IMPROVEMENTS FROM FLOW AGGREGATION
Suppose that we initially have 24 individual statistical multiplexers, each with a 64 kbps
line, and that we aggregate the individual packet arrivals into one stream and apply it to
a statistical multiplexer with a 24 × 64 kbps line. Suppose that each multiplexer has an
arrival rate λ = 4 packets/second, a service rate µ = 8 packets/second, and hence a load
ρ = 1/2. If we use an M/M/1 model the average packet delay in each individual multi-
plexer is 2/8 = 250 ms. On the other hand, the combined system has arrival rate λ′ =
24×4 packets/second, a service rate µ′ = 24×8 packets/second, and hence a load ρ ′ =
1
2 = ρ. A key property of exponential interarrivals is that the merged arrival streams also
have exponential interarrivals. Thus the same expression for the average delay holds,
and the average packet delay in the combined system is 2/(8×24) = 250/24 ≈ 10 ms.
The average packet delay has been reduced by a factor of 24! We leave as an exercise
the task of showing that a factor of 24 improvement also results when packets are
constant.
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The improved performance that results when the arrival rate and the transmission
rate are increased by the same factor k is simple to explain. In effect the time scale of
the system is reduced by a factor k. The interarrivals and service times of packets with
respect to each other remain unchanged. Packets in the system find the same number
of packets ahead of them in queue as in the old system. The only difference is that the
packets are moving k times faster.

Suppose instead that each individual system can only hold 10 packets, and so we
model it with an M/M/1/K system with K = 10. The packet loss probability for each
individual system is given by Ploss = (1/2)(1/2)10/(1 − (1/2)11) = 4.88 × 10−4.
Suppose that the combined multiplexer has the same total buffers as the individual
multiplexers; that is, K ′ = 24 × 10 = 240. The combined multiplexer then has loss
probability P ′

loss = (1/2)(1/2)240/(1 − (1/2)241) = 2.83 × 10−73. This is a huge
improvement in packet loss performance!

Thus we find that for Poisson arrivals (that is, exponential packet interarrivals)
increasing the size or scale of the system by aggregating packet flows leads to improved
performance in terms of delay and loss.

5.7.2 Speech Interpolation and the Multiplexing
of Packetized Speech

In telephone networks a connection is set up so that speech samples traverse the
network in a single uninterrupted stream. Normal conversational speech, however,
is moderately bursty as it contains silence periods. In this section we consider the
multiplexing of packetized speech.

First, consider n one-way established telephone connections. In a typical conver-
sation a person is actively speaking less than half of the time. The rest of the time is
taken up by the pauses inherent in speech and by listening to the other person. This
characteristic of speech can be exploited to enable m telephone lines to carry the n
conversations, where m is less than n. Because a connection produces active speech
only about half of the time, we expect that the minimum number of trunks required is
approximately n/2. This problem was first addressed in speech interpolation systems
in transatlantic undersea cable telephone communications.

As shown in Figure 5.58, the n speakers generate bursts of active speech that are
separated by periods of silence. The early systems monitored the speech activity in each
line and multiplexed active bursts onto available lines. Associated signaling allowed the

Fewer
trunks

Part of this burst is lost

Many
voice
calls

FIGURE 5.58 Multiplexing of bursty speech.
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receiving end to reconstitute the original speech signal by reinserting the appropriate
silence periods. Clearly, the technique involves juggling the n calls, using the m available
trunks. It is inevitable that from time to time there will be more active bursts than
the number of lines. The early systems simply discarded the excess bursts, which then
resulted in “clipping” in the recovered speech signal. The resulting speech quality was
acceptable as long as the amount of lost speech was kept below a certain level.

This concentration technique can also be implemented and enhanced by using
digital signal processing. The digitized speech signal corresponding to some duration,
say, 10 ms, is used to form a packet to which a header is attached. Packets are classified as
active or silent, depending on the speech activity. Silence packets are discarded. Suppose
that one line can transmit all the packets, active and silent, for a single conversation. The
digital system now tries to use m lines to transmit the active packets from n > m calls;
that is, the digital transmission line can send m packets per 10 ms period. Whenever the
number of active packets exceeds m, the excess number is discarded. Given n speakers,
we need to find the number of trunks required so that the speech loss, that is, the fraction
of active speech that is discarded, is kept below a certain level.

Let p be the probability that a packet is active. Then it can be shown that the speech
loss is given by

speech loss =

n∑
k=m+1

(k − m)

(
n

k

)
pk(1 − p)n−k

np
where

(
n

k

)
= n!

k!(n − k)!
(5.28)

The denominator in Equation (5.28) is the average number of active packets in a
10 ms period. The numerator is the average number of active packets in excess of
m. Figure 5.59 shows the speech loss for various numbers of speakers, that is, n =
24, 32, 40, and 48. We assume that p = 0.4; that is, 40 percent of packets are active.
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FIGURE 5.59 Speech loss—number of speakers versus number of
trunks.
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TABLE 5.1 Trunks required for 1% speech loss.

Speakers Trunks Multiplexing gain Utilization

24 13 1.85 0.74
32 16 2.00 0.80
40 20 2.00 0.80
48 23 2.09 0.83

As expected, the speech loss decreases as the number of trunks increases. The acceptable
level of speech loss is approximately 1%.

Table 5.1 shows the number of trunks needed to meet a 1% speech loss requirement.
The multiplexing gain is defined as the ratio of the number of connections, that is,
speakers, to the number of trunks actually provided. We note that because p = 0.4, the
maximum multiplexing gain is approximately 2.5. Table 5.1 also shows the utilization,
which is the percentage of time that the trunks are in use transmitting active packets. If
the number of connections is n, then each 10 ms period produces np active packets on
the average. Because the speech loss is 1%, the number of active packets transmitted
per 10 ms period is .99 np. Thus the utilization is given by .99 np/m.

Let us now consider the statistical multiplexing of packetized speech using delay
and loss. The speech signal is digitized, say, at a rate of 8000 samples/second and eight
bits/sample. As each sample is obtained, it is inserted into a fixed-length packet that
has appropriate header information and that holds the samples produced in some time
interval, say, 10 ms. Note that the first sample inserted into the packet must wait 10 ms
until the packet is filled. This initial delay is called the packetization delay.

Once the packet is full, and if it contains active speech, it is passed to a statistical
multiplexer that operates in the same way as the data packet multiplexer discussed in
Figure 5.50. As shown in Figure 5.60, the multiplexer accepts speech packets from
various conversations and holds each packet in the queue until the transmission line
becomes available. Note that the addition of buffering reduces the number of packets
that need to be discarded in comparison to the digital speech interpolation system
discussed earlier. However, this reduction is at the expense of additional delay while

Buffer overflow
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Many voice terminals
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FIGURE 5.60 Statistical multiplexing of packetized speech.
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ON-OFF MODELS, LOSS AND DELAY, AND MEMORY IN THE SYSTEM
The ON-OFF nature of the voice model is typical of many applications that alternate
between periods of activity when data is generated and idle periods when no traffic is
produced. Suppose that a system is operated on a loss basis—that is, any information
in excess of what can be handled immediately is discarded—and suppose that the
source does not retransmit or in any other way regenerate the information. For these
systems the result given by Equation (5.28) applies for n identical users as long
as they generate information independently of each other. The number of packets
discarded at a particular time slot is characterized completely by the probabilities
in the equation. In particular, the result does not depend on the length of the ON
periods or the length of the OFF periods. Once the packets are discarded, the system
can completely forget about the lost packets because they are irrelevant to future
behavior.

If the system is operated on a delay basis, then any packets that cannot be
transmitted at a given time are buffered for later transmission. In other words, de-
lay systems must “remember” all excess packets. This memory causes past events
(surges in arrivals) to influence the future (congested queues and longer delays).
In this case the durations of ON and OFF periods do matter. The cooccurrence of
many long ON periods implies a prolonged period of higher than average arrivals
and correspondingly large queue buildups and delays.

The buffering in the multiplexer is not the only source of memory in the packet
arrival process. Protocols that involve retransmission or adjustment of transmission
rate to network conditions are another source of memory. Finally, the users them-
selves have memory and will reattempt a transmission at a later time when their
requests are not met. This behavior can be another source of long-term dependen-
cies in the traffic arrival process.

waiting in queue for transmission. Note also that in packet speech, packet arrivals are
periodic when the conversation is generating active speech. This situation differs from
the exponential interarrivals discussed in Section 5.7.1 for data traffic. Nevertheless the
queueing delays experienced by speech packets are random in nature and depend on the
arrivals from the other conversations. Consequently, the delay experienced in traversing
the multiplexing link is not constant, and so the packets experience delay jitter, as shown
in Figure 5.61. A playout procedure along the lines of the timing recovery methods
discussed earlier in this chapter is required to compensate for the delay jitter.
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FIGURE 5.61 Packets experience delay jitter during transmission
through multiplexer.
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The real-time nature of speech requires that the packets not experience an end-to-
end delay greater than some value, usually around 250 ms. Hence excessive buffering
should be avoided for packet speech multiplexers. If the buffers become too large,
packets will experience greater delays. Packets that arrive after the required end-to-
end delay are useless and will be discarded. Therefore, no advantage accrues from
increasing the buffer size beyond a certain point.

SUMMARY

This chapter had two primary objectives. The first objective was to discuss the peer-
to-peer protocols that operate within a layer and the services that they provide to the
layer above them. We considered the simplest case in which only two peer processes are
involved in executing a protocol to provide a service, namely, the transfer of information
according to a service model that provides features, such as reliability and sequencing,
multiplexing, arbitrary message size, timing, and flow control and pacing.

We developed ARQ protocols as an example of peer-to-peer protocols whose func-
tion is to provide reliable data transfer service. We saw that the operation of a protocol
involves the exchange of PDUs that consist of headers with protocol control infor-
mation and of user SDUs. We showed how a protocol is specified in terms of a state
machine that dictates what actions each protocol entity is to take when an event occurs.
We saw how the peer processes exchange control information through specific control
PDUs (to set up a connection, to release a connection, to provide acknowledgments)
as well as through control information that is piggybacked onto data PDUs (sequence
numbers, CRC check sums, ACKs). We also saw how ARQ protocols depend on timers
to keep the protocol alive.

We introduced the sliding-window mechanism as a means of providing sequence
numbering within a finite sequence space. For the ARQ protocols to operate correctly,
only a portion of the sequence space can be in use at any given time. The sliding-
window mechanism can also provide flow control to regulate the rate at which a sender
transmits information to a receiver. The use of timestamps by peer-to-peer protocols to
assist in the transfer of information with timing requirements was also discussed. We
introduced the Transmission Control Protocol (TCP), which uses a form of Selective
Repeat ARQ to provide connection-oriented, reliable stream service and flow control
end-to-end across connectionless packet networks.

The second objective of this chapter was to introduce the data link layer and the
two important examples of data link control: PPP and HDLC. We saw that the task of
data link control protocols is to provide for the connection-oriented or connectionless
transfer of blocks of information across a data link. We introduced the basic, but
essential, functions of bit and byte stuffing as well as frame length indication to provide
framing that demarcates the boundary of data link PDUs. We also examined the structure
of data link frames, focusing on the control information in the header that directs
the operation of the protocol. We considered PPP, which provides a versatile data link
protocol with enhanced link monitoring, with authentication capability, and with the
ability to simultaneously support several network layer protocols. We also discussed
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HDLC, and found that it provides a toolkit of control frames and protocol mechanisms
for a wide range of data link protocols, from simple unacknowledged connectionless
transfer to full-fledged connection-oriented reliable, sequenced transfer.

An essential feature of networks is the use of resource sharing to achieve economies
of scale. In the final section we introduced simple models that offer insight into the
performance of statistical multiplexers that allow packets from different flows to share
a common data link. Bandwidth sharing at this level is a key feature of packet net-
works. We identified the packet arrival pattern and the packet length distribution as key
parameters that determine delay and loss performance. We also indicated the challenges
posed to network designers by rapidly evolving network-based applications that can
result in sudden changes in network traffic that can have dramatic impact on network
performance.

CHECKLIST OF IMPORTANT TERMS

ACK timer
acknowledgment frame (ACK)
advertised window
ARQ protocol
◆ arrival rate λ

asynchronous balanced mode (ABM)
Automatic Repeat Request (ARQ)
best-effort service
bit stuffing
byte stuffing
Challenge-Handshake Authentication

Protocol (CHAP)
connectionless service
connection-oriented service
control frame
data link control
data link layer
delay-bandwidth product
Disconnect (DISC)
end-to-end requirement
flow control
frame
Frame Reject (FRMR)
framing
Generic Framing Procedure (GFP)
Go-Back-N ARQ
header
High-level Data Link Control (HDLC)
I-frame timer

information frame (I-frame)
Link Control Protocol (LCP)
◆ load ρ

◆ maximum departure rate µ

◆ multiplexing gain
negative acknowledgment frame (NAK)
Network Control Protocol (NCP)
normal response mode (NRM)
◆ packet loss probability
◆ packetization delay
Packet over SONET (POS)
Password Authentication Protocol (PAP)
peer process
peer-to-peer protocol
piggybacking
pipeline
Point-to-Point Protocol (PPP)
◆ Poisson arrival process
protocol data unit (PDU)
push command
quality-of-service (QoS)
Receive Not Ready (RNR)
Receive Ready (RR)
receive window
Reject (REJ)
round-trip time (RTT)
Selective Reject (SREJ)
Selective Repeat (ARQ)
send window
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sequence number
service access point (SAP)
service data unit (SDU)
service model
Set Asynchronous Balanced

Mode (SABM)
Set Normal Response Mode (SNRM)
sliding-window protocol
◆ speech loss
stop-and-Wait ARQ

supervisory frame
time-out
timing jitter
timing recovery
Transmission Control Protocol (TCP)
transmission efficiency
unnumbered acknowledgment (UA)
unnumbered frame
window size
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PROBLEMS

5.1. Explain the difference between connectionless unacknowledged service and connection-
less acknowledged service. How do the protocols that provide these services differ?

5.2. Explain the difference between connection-oriented acknowledged service and connec-
tionless acknowledged service. How do the protocols that provide these services differ?

5.3. Suppose that the two end systems α and β in Figure 5.6 communicate over a connection-
oriented packet network. Suppose that station α sends a 10-kilobyte message to station β

and that all packets are restricted to 1000 bytes (neglect headers); assume that each packet
can be accommodated in a data link frame. For each of the links, let p be the probability
that a frame incurs errors during transmission.
(a) Suppose that the data link control just transfers frames and does not implement error

control. Find the probability that the message arrives without errors at station β.
(b) Suppose that error recovery is carried out end to end and that if there are any errors,

the entire message is retransmitted. How many times does the message have to be
retransmitted on average?
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(c) Suppose that the error recovery is carried out end to end on a packet by packet
basis. What is the total number of packet transmissions required to transfer the entire
message?

5.4. Suppose that two peer-to-peer processes provide a service that involves the transfer of
discrete messages. Suppose that the peer processes are allowed to exchange PDUs that
have a maximum size of M bytes, including H bytes of header. Suppose that a PDU is
not allowed to carry information from more than one message.
(a) Develop an approach that allows the peer processes to exchange messages of arbitrary

size.
(b) What essential control information needs to be exchanged between the peer processes?
(c) Now suppose that the message transfer service provided by the peer processes is

shared by several message source-destination pairs. Is additional control information
required, and if so, where should it be placed?

5.5. Suppose that two peer-to-peer processes provide a service that involves the transfer of a
stream of bytes. Suppose that the peer processes are allowed to exchange PDUs that have
a maximum size of M bytes, including H bytes of header.
(a) Develop an approach that allows the peer processes to transfer the stream of bytes

in a manner that uses the transmission line efficiently. What control information is
required in each PDU?

(b) Suppose that the bytes in the stream arrive sporadically. What is a reasonable way to
balance efficiency and delay at the transmitter? What control information is required
in each PDU?

(c) Suppose that the bytes arrive at a constant rate and that no byte is to be delayed by
more than T seconds. Does this requirement have an impact on the efficiency?

(d) Suppose that the bytes arrive at a variable rate and that no byte is to be delayed by
more than T seconds. Is there a way to meet this requirement?

5.6. Suppose that two peer-to-peer processes provide a service that involves the transfer of a
stream of bytes. Develop an approach that allows the stream transfer service to be shared
by several pairs of users in the following cases:
(a) The bytes from each user pair arrive at the same constant rate.
(b) The bytes from the user pairs arrive sporadically and at different rates.

5.7. Consider the transfer of a single real-time telephone voice signal across a packet network.
Suppose that each voice sample should not be delayed by more than 20 ms.
(a) Discuss which of the following are relevant to meeting the requirements of this

transfer: handling of arbitrary message size; reliability and sequencing; pacing and
flow control; timing; addressing; and privacy, integrity, and authentication.

(b) Compare a hop-by-hop approach to an end-to-end approach to meeting the require-
ments of the voice signal.

5.8. Suppose that a packet network is used to transfer all the voice signals that arrive at the
base station of a cellular telephone network to a telephone office. Suppose that each voice
sample should not be delayed by more than 20 ms.
(a) Discuss which of the following are relevant to meeting the requirements of this

transfer: handling of arbitrary message size; reliability and sequencing; pacing and
flow control; timing; addressing; and privacy, integrity, and authentication.

(b) Are the requirements the same in the opposite direction from the telephone office to
the base station?
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(c) Do the answers to parts (a) and (b) change if the signals arriving at the base station
include e-mail and other short messages?

5.9. Suppose that streaming video information is transferred from a server to a user over a
packet network.
(a) Discuss which of the following are relevant to meeting the requirements of this

transfer: handling of arbitrary message size; reliability and sequencing; pacing and
flow control; timing; addressing; and privacy, integrity, and authentication.

(b) Suppose that the user has basic VCR features through control messages that are
transferred from the user to the server. What are the adaptation requirements for the
control messages?

5.10. Discuss the merits of the end-to-end versus hop-by-hop approaches to providing a constant
transfer delay for information transferred from a sending end system to a receiving end
system.

5.11. Consider the Stop-and-Wait protocol as described in the chapter. Suppose that the protocol
is modified so that each time a frame is found in error at either the sender or receiver, the
last transmitted frame is immediately resent.
(a) Show that the protocol still operates correctly.
(b) Does the state transition diagram need to be modified to describe the new operation?
(c) What is the main effect of introducing the immediate-retransmission feature?

5.12. In Stop-and-Wait ARQ why should the receiver always send an acknowledgment message
each time it receives a frame with the wrong sequence number?

5.13. Discuss the factors that should be considered in deciding whether an ARQ protocol should
act on a frame in which errors are detected.

5.14. Suppose that a network layer entity requests its data link layer to set up a connection
to another network layer entity. To set up a connection in a data link, the initiating data
link entity sends a SETUP frame, (such as SABM in Figure 5.47). Upon receiving such a
frame, the receiving data link entity sends an acknowledgment frame confirming receipt of
the SETUP frame. Upon receiving this acknowledgment, the initiating entity can inform
its network layer that the connection has been set up and is ready to transfer information.
This situation provides an example of how unnumbered acknowledgments can arise for
confirmed services.
(a) Reexamine Figure 5.10 and Figure 5.11 with respect to error events that can take

place and explain how these events are handled so that connection setup can take
place reliably.

(b) To terminate the connection, either data link layer can send a DISC frame that is then
acknowledged by an unnumbered acknowledgment. Discuss the effect of the above
error events and how they can be dealt with.

(c) Suppose that an initiating station sends a SETUP frame twice but that the correspond-
ing ACK times are delayed a long time. Just as the ACK frames from the original
transmissions are about to arrive, the initiating station gives up and sends a DISC
frame followed by another SETUP frame. What goes wrong if the SETUP frame is
lost?
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5.15. A 1 Mbyte file is to be transmitted over a 1 Mbps communication line that has a bit error
rate of p = 10−6.
(a) What is the probability that the entire file is transmitted without errors? Note for n

large and p very small, (1 − p)n ≈ e−np.
(b) The file is broken up into N equal-sized blocks that are transmitted separately. What is

the probability that all the blocks arrive without error? Is dividing the file into blocks
useful?

(c) Suppose the propagation delay is negligible, explain how Stop-and-Wait ARQ can
help deliver the file in error-free form. On the average how long does it take to deliver
the file if the ARQ transmits the entire file each time?

(d) Now consider breaking up the file into N blocks. (Neglect the overhead for the header
and CRC bits.) On the average how long does it take to deliver the file if the ARQ
transmits the blocks one at a time? Evaluate your answer for N = 80, 800, and 8000.

(e) Explain qualitatively what happens to the answer in part (d) when the overhead is
taken into account.

5.16. Consider the state transition diagram for Stop-and-Wait ARQ in Figure 5.12. Let Pf be the
probability of frame error in going from station A to station B and let Pa be the probability
of ACK error in going from B to A. Suppose that information frames are two units long,
ACK frames are one unit long, and propagation and processing delays are negligible.
What is the average time that it takes to go from state (0,0) to state (0,1)? What is the
average time that it then takes to go from state (0,1) to state (1,1)? What is the throughput
of the system in information frames/second?

5.17. Write a program for the transmitter and the receiver implementing Stop-and-Wait ARQ
over a data link that can introduce errors in transmission. Assume station A has an unlimited
supply of frames to send to station B. Only ACK frames are sent from station B to station A.
Hint: Identify each event that can take place at the transmitter and receiver and specify
the required action.

5.18. A 64-kilobyte message is to be transmitted from the source to the destination, as shown
below. The network limits packets to a maximum size of two kilobytes, and each packet
has a 32-byte header. The transmission lines in the network have a bit error rate of 10−6,
and Stop-and-Wait ARQ is used in each transmission line. How long does it take on the
average to get the message from the source to the destination? Assume that the signal
propagates at a speed of 2 × 105 km/second.

Source Switch Destination
1000 km

1.5 Mbps

1000 km

1.5 Mbps

5.19. Suppose that a Stop-and-Wait ARQ system has a time-out value that is less than the time
required to receive an acknowledgment. Sketch the sequence of frame exchanges that
transpire between two stations when station A sends five frames to station B and no errors
occur during transmission.
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5.20. The Trivial File Transfer Protocol (RFC 1350) is an application layer protocol that uses
the Stop-and-Wait protocol. To transfer a file from a server to a client, the server breaks
the file into blocks of 512 bytes and sends these blocks to the client using Stop-and-Wait
ARQ. Find the efficiency in transmitting a 1 MB file over a 10 Mbps Ethernet LAN that
has a diameter of 300 meters. Assume that the transmissions are error free and that each
packet has 60 bytes of header attached.

5.21. Compare the operation of Stop-and-Wait ARQ and bidirectional Go-Back-N ARQ with a
window size of 1. Sketch out a sequence of frame exchanges using each of these protocols
and observe how the protocols react to the loss of an information frame and to the loss of
an acknowledgment frame.

5.22. Consider the various combinations of communication channels with bit rates of 1 Mbps,
10 Mbps, 100 Mbps, and 1 Gbps over links that have round-trip times of 10 msec, 1 msec,
and 100 msec.
(a) Find the delay-bandwidth product for each of the 12 combinations of speed and

distance.
(b) Suppose that 32-bit sequence numbers are used to transmit blocks of 1000 bytes over

the above channels. How long does it take for the sequence numbers to wrap around,
that is, to go from 0 up to 2m?

(c) Now suppose the 32-bit sequence numbers are used to count individual transmitted
bytes. How long does it take for the sequence numbers to wrap around?

5.23. Consider a bidirectional link that uses Go-Back-N with N = 7. Suppose that all frames
are one unit long and that they use a time-out value of 7. Assume the propagation is
0.5 unit and the processing time is negligible. Assume the ACK timer is one unit long.
Assuming stations A and B begin with their sequence numbers set to zero, show the pattern
of transmissions and associated state transitions for the following sequences of events:
(a) Station A sends six frames in a row, starting at t = 0. All frames are received correctly.
(b) Station A sends six frames in a row, starting at t = 0. All frames are received correctly,

but frame 3 is lost.
(c) Station A sends six frames in a row, starting at t = 0. Station B sends six frames in a

row starting at t = 0.25. All frames are received correctly.

5.24. Consider a bidirectional link that uses Go-Back-N with N = 3. Suppose that frames from
station A to station B are one unit long and use a time-out value of 2. Frames in the opposite
directions are 2.5 units long and use a time-out value of 4. Assume that propagation and
processing times are negligible, that the stations have an unlimited number of frames ready
for transmission, and that all ACKs are piggybacked onto information frames. Assuming
stations A and B begin with their sequence numbers set to zero, show the transmissions
and associated state transitions that result when there are no transmission errors.

5.25. Consider the Go-Back-N ARQ protocol.
(a) What can go wrong if the ACK timer is not used?
(b) Show how the frame timers can be maintained as an ordered list where the time-out

instant of each frame is stated relative to the time-out value of the previous frame.
(c) What changes if each frame is acknowledged individually instead of by using a

cumulative acknowledgment (Rnext acknowledges all frames up to Rnext − 1)?

5.26. Suppose that instead of Go-Back-N ARQ, N simultaneous Stop-and-Wait ARQ processes
are run in parallel over the same transmission channel. Each SDU is assigned to one of
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the N processes that is currently idle. The processes that have frames to send take turns
transmitting in round-robin fashion. The frames carry the binary send sequence number
as well as an ID identifying which ARQ process the frame belongs to. Acknowledgments
for all ARQ processes are piggybacked onto every frame.
(a) Qualitatively, compare the relative performance of this protocol with Go-Back-N

ARQ and with Stop-and-Wait ARQ.
(b) How does the service offered by this protocol differ from the service offered by

Go-Back-N ARQ?

5.27. Write a program for the transmitter and the receiver implementing Go-Back-N ARQ over
a data link that can introduce errors in transmission.
(a) Identify which variables need to be maintained.
(b) The program loops continuously waiting for an event to occur that requires some action

to take place. Identify the main events that can occur in the transmitter. Identify the
main events that can occur in the receiver.

5.28. Modify the program in Problem 5.27 to implement Selective Repeat ARQ.

5.29. Three possible strategies for sending ACK frames in a Go-Back-N setting are as follows:
send an ACK frame immediately after each frame is received, send an ACK frame after
every other frame is received, and send an ACK frame when the next piggyback opportunity
arises. Which of these strategies are appropriate for the following situations?
(a) An interactive application produces a packet to send each keystroke from the client;

the server echoes each keystroke that it receives from the client.
(b) A bulk data transfer application where a server sends a large file that is segmented in

a number of full-size packets that are to be transferred to the client.

5.30. Consider a bidirectional link that uses Selective Repeat ARQ with a window size of
N = 4. Suppose that all frames are one unit long and use a time-out value of 4. Assume
that the one-way propagation delay is 0.5 time unit, the processing times are negligible,
and the ACK timer is one unit long. Assuming stations A and B begin with their sequence
numbers set to zero, show the pattern of transmissions and associated state transitions for
the following sequences of events:
(a) Station A sends six frames in a row, starting at t = 0. All frames are received correctly.
(b) Station A sends six frames in a row, starting at t = 0. All frames are received correctly,

but frame 3 is lost.
(c) Station A sends six frames in a row, starting at t = 0. Station B sends six frames in a

row, starting at t = 0.25. All frames are received correctly.

5.31. In the chapter we showed that if the transmit and receive maximum window sizes are
both equal to the available sequence number space, then Selective Repeat ARQ will work
correctly. Rework the arguments presented in the chapter to show that if the sum of the
transmit and receive maximum window sizes equals the available sequence number space,
then Selective Repeat ARQ will work correctly.

5.32. Suppose that Selective Repeat ARQ is modified so that ACK messages contain a list of
the next m frames that the transmitter expects to receive.
(a) How does the protocol need to be modified to accommodate this change?
(b) What is the effect of the change on protocol performance?
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5.33. A telephone modem is used to connect a personal computer to a host computer. The speed
of the modem is 56 kbps and the one-way propagation delay is 100 ms.
(a) Find the efficiency for Stop-and-Wait ARQ if the frame size is 256 bytes; 512 bytes.

Assume a bit error rate of 10−4.
(b) Find the efficiency of Go-Back-N if three-bit sequence numbering is used with frame

sizes of 256 bytes; 512 bytes. Assume a bit error rate of 10−4.

5.34. A communication link provides 1 Mbps for communications between the earth and the
moon. The link sends color images from the moon. Each image consists of 10,000 ×
10,000 pixels, and 16 bits are used for each of the three color components of each pixel.
(a) How many images/second can be transmitted over the link?
(b) If each image is transmitted as a single block, how long does it take to get an acknowl-

edgment back from earth? The distance between earth and the moon is approximately
375,000 km.

(c) Suppose that the bit error rate is 10−5, compare Go-Back-N and Selective Repeat
ARQ in terms of their ability to provide reliable transfer of these images from the
moon to earth. Optimize the frame size for each case using trial and error.

5.35. Two computers are connected by an intercontinental link with a one-way propagation
delay of 100 ms. The computers exchange 1-Megabyte files that they need delivered in
250 ms or less. The transmission lines have a speed of R Mbps, and the bit error rate is
10−8. Design a transmission system by selecting the bit rate R, the ARQ protocol, and the
frame size.

5.36. Find the optimum frame length n f that maximizes transmission efficiency for a channel
with random bit errors by taking the derivative and setting it to zero for the following
protocols:
(a) Stop-and-Wait ARQ.
(b) Go-Back-N ARQ.
(c) Selective Repeat ARQ.
(d) Find the optimum frame length for a 1 Mbps channel with 10 ms reaction time, 25-byte

overhead, 25-byte ACK frame, and p = 10−4, 10−5, and 10−6.

5.37. Suppose station A sends information to station B on a data link that operates at a speed
of 10 Mbps and that station B has a 1-Megabit buffer to receive information from A.
Suppose that the application at station B reads information from the receive buffer at a
rate of 1 Mbps. Assuming that station A has an unlimited amount of information to send,
sketch the sequence of transfers on the data link if Stop-and-Wait ARQ is used to prevent
buffer overflow at station B. Consider the following cases:
(a) One-way propagation delay is 1 microsecond.
(b) One-way propagation delay is 1 ms.
(c) One-way propagation delay is 100 ms.

5.38. Redo Problem 5.37 using Xon/Xoff flow control.

5.39. Suppose station A sends information to station B over a two-hop path. The data link in
the first hop operates at a speed of 10 Mbps, and the data link in the second hop operates
at a speed of 100 kbps. Station B has a 1-Megabit buffer to receive information from
A, and the application at station B reads information from the receive buffer at a rate of
1 Mbps. Assuming that station A has an unlimited amount of information to send, sketch
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the sequence of transfers on the data link if Stop-and-Wait ARQ is used on an end-to-end
basis to prevent buffer overflow at station B.
(a) One-way propagation delay in data link 1 and in data link 2 is 1 ms.
(b) One-way propagation delay in data link 1 and in data link 2 is 100 ms.

5.40. A sequence of fixed-length packets carrying digital audio signal is transmitted over a
packet network. A packet is produced every 10 ms. The transfer delays incurred by the first
10 packets are 45 ms, 50 ms, 53 ms, 46 ms, 30 ms, 40 ms, 46 ms, 49 ms, 55 ms and 51 ms.
(a) Sketch the sequence of packet transmission times and packet arrival times.
(b) Find the delay that is inserted for each packet at the receiver to produce a fixed

end-to-end delay of 75 ms.
(c) Sketch the contents of the buffer at the receiver as a function of time.

5.41. Consider an application in which information that is generated at a constant rate is trans-
ferred over a packet network so timing recovery is required at the receiver.
(a) What is the relationship between the maximum acceptable delay and the playout

buffer?
(b) What is the impact of the bit rate of the application information stream on the buffer

requirements?
(c) What is the effect of jitter on the buffer size design?

5.42. A speech signal is sampled at a rate of 8000 samples/second. Packets of speech are formed
by packing 10 ms worth of samples into each payload. Timestamps are attached to the
packets prior to transmission and used to perform error recovery at the receiver. Suppose
that the timestamp is obtained by sampling a clock that advances every � seconds. Is
there a minimum value that is required for �? If so, what is it?

5.43. Suppose that UDP is used to carry the speech signal in the previous problem. What is the
total bit rate consumed by the sequence of UDP PDUs? What is the percent overhead?

5.44. Suppose that PDUs contain both timestamps and sequence numbers. Can the time-
stamps and sequence numbers be combined to provide a larger sequence number space?
If so, should the timestamps or the sequence numbers occupy the most significant bit
locations?

5.45. Consider the timestamp method for timing recovery discussed in the chapter.
(a) Find an expression that relates the difference frequency � f to the number of cycles

M and N .
(b) Explain why only M needs to be sent.
(c) Explain how the receiver uses this value of M to control the playout procedure.

5.46. In Figure 5.32, determine the number of bytes exchanged between client and server in
each direction.

5.47. Suppose that the delays experienced by segments traversing the network are equally likely
to be any value in the interval [50 ms, 75 ms].
(a) Find the mean and standard deviation of the delay.
(b) Most computer languages have a function for generating uniformly distributed ran-

dom variables. Use this function in a short program to generate random times in the
above interval. Also, calculate tRTT and dRTT and compare to part (a).
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5.48. Suppose that the advertised window in TCP is 1 Mbyte long. If a sequence number is
selected at random from the entire sequence number space, what is the probability that
the sequence number falls inside the advertised window?

5.49. Explain the relationship between advertised window size, RTT, delay-bandwidth product,
and the maximum achievable throughput in TCP.
(a) Plot the maximum achievable throughput versus delay-bandwidth product for an

advertised window size of 65,535 bytes.
(b) In the preceding plot include the maximum achievable throughput when the above

window size is scaled up by a factor of 2K , where K = 4, 8, 12.
(c) Place the following scenarios in the plot obtained in part (b): Ethernet with 1 Gbps

and distance 100 meters; 2.4 Gbps and distance of 6000 km; satellite link with speed
of 45 Mbps and RTT of 500 ms; 40 Gbps link with distance of 6000 km.

5.50. Use a network analyzer to capture the sequence of packets in a TCP connection. Analyze
the contents of the segments that open and close the TCP connection. Estimate the rate
at which information is transferred by examining the frame times and the TCP sequence
numbers. Do the advertised windows change during the course of the connection?

5.51. Explain why framing information is required even in the case where frames are of constant
length.

5.52. Perform the bit stuffing procedure for the following binary sequence:
1101111111011111110101.

5.53. Perform bit destuffing for the following sequence: 11101111101111100111110.

5.54. Consider the PPP byte-stuffing method. What are the contents of the following received
sequence of bytes after byte destuffing:
0x7D 0x5E 0xFE 0x24 0x7D 0x5D 0x7D 0x5D 0x62 0x7D 0x5E

5.55. Suppose that GFP operates over an error-free octet-synchronous physical layer. Find the
average time the GFP receiver spends in the hunt state.

5.56. For GFP framing find the probability that the PLI and cHEC are not consistent. Assume
that bit errors occur at random with probability p. Find the probability that the PLI and
cHEC are not consistent in two consecutive frames.

5.57. What is the maximum efficiency of GFP with respect to header overhead?

5.58. Can GFP be used to carry video signals? If so, how would you handle the case where each
video image produces a variable length of compressed information? How would you han-
dle the case where each video frame produces a fixed length of compressed information?

5.59. Suppose a server has a 1 Gbps Ethernet link to a GFP transmitter. The GFP has an STS-1
SONET connection to another site. The GFP transmitter has a limited amount of buffering
to accommodate frames prior to transmission. Explain how the GFP transmitter may use
flow control on the Ethernet link to prevent buffer overflow. What type of flow control is
preferred if the server and GFP transmitter are co-located? If the server and transmitter
are 5 km apart?
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5.60. An inverse multiplexer combines n digital transmission lines of bit rate R bps and makes
them appear as a single transmission line of n × R bps. Consider an inverse multiplexer
that combine multiple STS-1 SONET lines. Find an appropriate value of n to carry a
1 Gbps Ethernet stream. What is the improvement in efficiency relative to carrying the
Ethernet stream on an OC-48 link?

5.61. Suppose that a 1-Megabyte message is sent over a serial link using TCP over IP over PPP.
If the speed of the line is 56 kbps and the maximum PPP payload is 500 bytes, how long
does it take to send the message?

5.62. Compare PPP and GFP. Identify situations where one is preferable to the other.

5.63. Use the Ethereal protocol analyzer tool to analyze the exchange of packets during PPP
setup using a dialup connection to a local ISP. Start the Ethereal packet capture and then
initiate the connection to the ISP. The number of captured packets will stop increasing
after some point.
(a) Analyze the options fields of the packets during the LCP negotiations. You may need

to consult RFC 1662 to interpret some of the packet contents.
(b) Examine the packet contents during the PAP exchange. Repeat the packet capture

using CHAP.
(c) Analyze the IPCP packet exchange. What IP addresses are configured during the

exchange? What other options are negotiated? You may wish to consult RFC 1332
for this part.

5.64. Explain the differences between PPP and HDLC.

5.65. A 1.5 Mbps communications link uses HDLC to transmit information to the moon. What
is the smallest possible frame size that allows continuous transmission? The distance
between earth and the moon is approximately 375,000 km, and the speed of light is
3 × 108 meters/second.

5.66. Suppose HDLC is used over a 1.5 Mbps geostationary satellite link. Suppose that 250-byte
frames are used in the data link control. What is the maximum rate at which information
can be transmitted over the link?

5.67. In HDLC how does a station know whether a received frame with the fifth bit set to 1 is
a P or an F bit?

5.68. Which of the following statements about HDLC are incorrect?
(a) A transmitting station puts its own address in command frames.
(b) A receiving station sees its own address in a response frame.
(c) A response frame contains the address of the sending station.

5.69. In HDLC suppose that a frame with P = 1 has been sent. Explain why the sender should
not send another frame with P = 1. What should be done if the frame is lost during
transmission?

5.70. HDLC specifies that the N(R) in a SREJ frame requests the retransmission of frame N(R)
and also acknowledges all frames up to N(R) − 1. Explain why only one SREJ frame can
be outstanding at a given time.
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5.71. The following corresponds to an HDLC ABM frame exchange with no errors.
(a) Complete the diagram by completing the labeling of the frame exchanges.
(b) Write the sequence of state variables at the two stations as each event takes place.

Station A

Station B

1 3 4 5 6 7 8 92

1. BI00 2. AI00 3. xIxx 4. xIxx 5. xRRxx 6. xIxx 7. xIxx 8. xRRxx 9. xRRxx

5.72. Assume station B is awaiting frame 2 from station A.
(a) Complete the diagram in HDLC ABM by completing the labeling of the frame

exchanges.
(b) Write the sequence of state variables at the two stations as each event takes place.

Timeout expires

Station A

Station B

1 3 4 52

1. BI23 2. xRRxP 3. xRRxy 4. xIxx 5. xRRx

5.73. The following corresponds to an HDLC ABM frame exchange.
(a) Complete the diagram by completing the labeling of the frame exchanges.
(b) Write the sequence of state variables at the two stations as each event takes place.

Station A

Station B

1 3 4 5 6 7 82

1. BI00 2. AI00 3. xIxx 4. xIxx 5. xREJx 6. xIyx 7. xyxx 8. xyxx

5.74. Suppose that packets arrive from various sources to a statistical multiplexer that transmits
the packets over 64 kbps PPP link. Suppose that the PPP frames have lengths that follow
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an exponential distribution with mean 1000 bytes and that the multiplexer can hold up to
100 packets at a time. Plot the average packet delay as a function of the packet arrival rate.

5.75. Suppose that the traffic that is directed to a statistical multiplexer is controlled so that ρ

is always less than 80%. Suppose that packet arrivals are modeled by a Poisson process
and that packet lengths are modeled by an exponential distribution. Find the minimum
number of packet buffers required to attain a packet loss probability of 10−3 or less.

5.76. Suppose that packets arrive from various sources to a statistical multiplexer that transmits
the packets over a 1 Mbps PPP link. Suppose that the PPP frames have a constant length of
L bytes and that the multiplexer can hold a very large number of packets at a time. Assume
that each PPP frame contains a PPP, IP, and TCP header in addition to the user data. Write
a program or use a spreadsheet to plot the average packet delay as a function of the rate
at which user information is transmitted for L = 250 bytes, 500 bytes, and 1000 bytes.

5.77. Suppose that a multiplexer receives constant-length packets from N = 60 data sources.
Each data source has a probability p = 0.1 of having a packet in a given T -second period.
Suppose that the multiplexer has one line in which it can transmit eight packets every
T seconds. It also has a second line where it directs any packets that cannot be transmitted in
the first line in a T -second period. Find the average number of packets that are transmitted
in the first line and the average number of packets that are transmitted in the second line.

5.78. Discuss the relative importance of queueing delays in multiplexers that operate at bit rates
of 1 Gbps or higher.

APPENDIX 5A: DERIVATION OF EFFICIENCY
OF ARQ PROTOCOLS

In this appendix we derive the results that were presented in the chapter. To calculate
the transmission efficiency for Stop-and-Wait ARQ, we need to calculate the average
total time required to deliver a correct frame. Let nt be the number of transmissions
required to deliver a frame successfully; then nt = i transmissions are required if the
first i − 1 transmissions are in error and the i th transmission is error free. Therefore,

P[nt = i] = (1 − Pf )Pi−1
f for i = 1, 2, 3 . . . (5A.1)

Each unsuccessful frame transmission will contribute a time-out period tout to
the total transmission time. The final successful transmission will contribute the basic
delay t0. The average total time to transmit a frame is therefore

E[tSW] = t0 +
∞∑

i=1

(i − 1)tout P[nt = i]

= t0 +
∞∑

i=1

(i − 1)tout(1 − Pf )Pi−1
f

= t0 + tout Pf

1 − Pf
(5A.2)
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Equation (5A.2) takes into account the fact that in general the time-out period and
the basic transmission time are different. To simplify the equation we will assume that
tout = t0, then

E[tSW] = t0
1 − Pf

(5A.3)

Thus the effective transmission time for Stop-and-Wait ARQ is

Reff = n f − no

E[tSW]
= (1 − Pf )

n f − no

t0
= (1 − Pf )R0

eff . (5A.4)

and the associated transmission efficiency is

ηSW =
n f −no

E[tSW ]

R
= (1 − Pf )

1 − no

n f

1 + na

n f
+ 2(tprop+tproc)R

n f

= (1 − Pf )η0 (5A.5)

In other words, the effect of errors in the transmission channel is to reduce the effective
transmission rate and the efficiency by the factor (1 − Pf ).

Consider the basic Go-Back-N ARQ where the window size WS has been selected
so that the channel can be kept busy all the time. As before, let nt be the number
of transmissions required to deliver a frame successfully. If nt = i , then as shown in
Figure 5.16, i − 1 retransmissions of groups of WS frames are followed by the single
successful frame transmission. Therefore, the average total time required to deliver the
frame is

E[tGBN] = t f

{
1 + WS

∞∑
i=1

(i − 1)P[nt = i]

}

= t f

{
1 + WS

∞∑
i=1

(i − 1)(1 − Pf )Pi−1
f

}

= t f

{
1 + WS

Pf

1 − Pf

}
= t f

{
1 + (WS − 1)Pf

1 − Pf

}
(5A.6)

Thus the effective transmission time for basic Go-Back-N ARQ is

Reff = n f − no

E[tGBN]
= (1 − Pf )

n f − no

t f {1 + (WS − 1)Pf } = (1 − Pf )
1 − n0

n f

1 + (WS − 1)Pf
R

(5A.7)

and the associated transmission efficiency is

ηGBN =
n f −no

E[tGBN ]

R
= (1 − Pf )

1 − no

n f

1 + (WS − 1)Pf
(5A.8)
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Finally, for Selective Repeat ARQ each transmission error involves only the
retransmission of the specific frame. Therefore, the average time required to transmit
a frame is

E[tSR] = t f

{
1 +

∞∑
i=1

(i − 1)(1 − Pf )Pi−1
f

}

= t f

{
1 + Pf

1 − Pf

}
= t f

1

1 − Pf
(5A.9)

Thus the effective transmission time for Selective Repeat ARQ is

Reff = (1 − Pf )

(
1 − n0

n f

)
R (5A.10)

and the associated transmission efficiency is

ηSR = (1 − Pf )

(
1 − no

n f

)
(5A.11)



C H A P T E R 6

Medium Access Control Protocols
and Local Area Networks

Switched networks provide interconnection between users by means of transmission
lines, multiplexers, and switches. The transfer of information across such networks
requires routing tables to direct the information from source to destination. To scale to
a very large size, the addressing scheme in switched networks is typically hierarchical
to help provide location information that assists the routing protocol in carrying out its
task.1 Broadcast networks, in contrast, are much simpler. Because all information is
received by all users, routing is not necessary. A nonhierarchical addressing scheme
is sufficient to indicate which user the information is destined to. However, broadcast
networks require a medium access control protocol to orchestrate the transmissions
from the various users. Local area networks (LANs), with their emphasis on low cost
and simplicity, have been traditionally based on the broadcast approach. In this chapter
we consider medium access control protocols and local area networks. We also consider
the access methods used in cellular radio networks.

In broadcast networks a single transmission medium is shared by a community of
users. For this reason, we also refer to these networks as multiple access networks.
Typically, the information from a user is broadcast into the medium, and all the sta-
tions attached to the medium listen to all the transmissions. There is potential for user
transmissions interfering or “colliding” with each other, and so a protocol has to be in
place to prevent or minimize such interference. The role of the medium access control
(MAC) protocols is to coordinate the access to the channel so that information gets
through from a source to a destination in the same broadcast network.

It is instructive to compare MAC protocols with the peer-to-peer protocols dis-
cussed in Chapter 5. The basic role of both protocol classes is the same: to transfer
blocks of user information despite transmission impairments. In the case of peer-to-peer
protocols, the main concern is loss, delay, and resequencing of PDUs during transmis-
sion. In the case of MAC protocols, the main concern is interference from other users.

1Switched networks are discussed in Chapter 7.
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The peer-to-peer protocols in Chapter 5 use sequence number information to detect and
react to impairments that occur during transmission. We show that MAC protocols use
a variety of mechanisms to prevent or to adapt to collisions in the medium. The peer-
to-peer protocol entities exchange control information in the form of ACK PDUs to
coordinate their actions. Some MAC entities also make use of mechanisms for explic-
itly exchanging information that can be used to coordinate access to the channel. For
peer-to-peer protocols we found that the delay-bandwidth product of the channel was
a key parameter that determines system performance. The delay-bandwidth product
plays the same fundamental role in medium access control. Finally, we note one basic
difference between peer-to-peer protocols and MAC protocols: The former are involved
with the interaction of only two peer processes, whereas the latter require the coordi-
nated action from all of the MAC protocol entities within the same broadcast network.
The lack of cooperation from a single MAC entity can prevent any communication
from taking place over the shared medium.

The chapter is organized as follows.

Part I:

1. Introduction to multiple access communications. We discuss the need for multiple
access in the context of wireline as well as wireless networks and indicate the general
approaches that are used to address the sharing of the medium.

2. Random access. First, we consider MAC protocols that involve the “random” trans-
mission of user frames into a shared medium. We begin with the seminal ALOHA
protocol and proceed to the Carrier-Sense Multiple Access with Collision Detec-
tion (CSMA-CD) protocol, which forms the basis for the Ethernet LAN standard.
We show that the delay-bandwidth product has a dramatic impact on protocol
performance.

3. Scheduling. We consider MAC protocols that use scheduling to coordinate the access
to the shared medium. We present a detailed discussion of ring-topology networks
that make use of these protocols. We again show the impact of delay-bandwidth
product on performance.

4. Channelization. Many shared medium networks operate through the assignment
of channels to users. We discuss three approaches to the creation of such channels:
frequency-division multiple access, time-division multiple access, and code-division
multiple access. We use various cellular telephone network standards to illustrate
the application of these techniques.

5. Delay performance. In this optional section we present models for assessing the
frame transfer delay performance of random access and scheduling MAC protocols
as well as channelization schemes.

Part II:

6. Overview of LANs. We discuss the structure of the frames2 that are used in LANs,
and we discuss the placement of LAN protocols in the OSI reference model.

2Because LAN protocols reside in the data link layer of the OSI reference model, the PDU is usually referred
to as frame rather than packet.
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7. LAN standards. We discuss several important LAN standards, including the
IEEE 802.3 Ethernet LAN, the IEEE 802.5 token-ring LAN, the FDDI LAN, and
the IEEE 802.11 wireless LAN. The MAC protocols associated with each LAN
standard are also described.

8. LAN bridges. A LAN is limited in the number of stations that it can handle, so mul-
tiple LANs are typically deployed to handle a large number of stations with each
LAN serving a reasonable number of stations. Devices to interconnect LANs be-
come necessary to enable communications between users in different LANs. Bridges
provide one approach for the interconnection of LANs and form the basis for current
large-scale Ethernet networks.

PART I: Medium Access Control Protocols

6.1 MULTIPLE ACCESS COMMUNICATIONS

Figure 6.1 shows a generic multiple access communications situation in which a number
of user stations share a transmission medium. M denotes the number of stations. The
transmission medium is broadcast in nature, and so all the other stations that are attached
to the medium can hear the transmission from any given station. When two or more
stations transmit simultaneously, their signals will collide and interfere with each other.

There are two broad categories of schemes for sharing a transmission medium. The
first category involves a static and collision-free sharing of the medium. We refer to
these as channelization schemes because they involve the partitioning of the medium
into separate channels that are then dedicated to particular users. Channelization tech-
niques are suitable when stations generate a steady stream of information that makes
efficient use of the dedicated channel. The second category involves a dynamic sharing
of the medium on a per frame basis that is better matched to situations in which the
user traffic is bursty. We refer to this category as MAC schemes. The primary func-
tion of medium access control is to minimize or eliminate the incidence of collisions
to achieve a reasonable utilization of the medium. The two basic approaches to medium
access control are random access and scheduling. Figure 6.2 summarizes the various
approaches to sharing a transmission medium.

Networks based on radio communication provide examples where a medium is
shared. Typically, several stations share two frequency bands, one for transmitting and

Shared multiple
access medium

1

2 3

4

5…M

FIGURE 6.1 Multiple access
communications.
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Medium sharing techniques

Static
channelization

Dynamic medium
access control

Random accessScheduling

FIGURE 6.2 Approaches to sharing a
transmission medium.

one for receiving. For example, in satellite communications each station is assigned a
channel in an uplink frequency band that it uses to transmit to the satellite. As shown in
Figure 6.3 the satellite is simply a repeater that takes the uplink signals that it receives
from many earth stations and broadcasts them back on channels that occupy a differ-
ent downlink frequency band. Cellular telephony is another example involving radio
communications. Again we have two frequency bands shared by a set of mobile users.
In Chapter 4 we showed that a cellular telephone connection involves the assignment
of an inbound channel from the first band and an outbound channel from the second
band to each mobile user. Later in this chapter we present different approaches to the
creation of such channels.

Channel sharing techniques are also used in wired communications. For example,
multidrop lines were used in early data networks to connect a number of terminals to a
central host computer, as shown in Figure 6.4. The set of M stations shares an inbound
and outbound transmission line. The host computer broadcasts information to the users
on the outbound line. The stations transmit information to the host using the inbound
line. Here there is a potential for interference on the inbound line. In the MAC protocol
developed for this system, the host computer issues polling messages to each terminal,
providing it with permission to transmit on the inbound line.

Ring networks also involve the sharing of a medium. Here a number of ring adapter
interfaces are interconnected in a ring topology by point-to-point transmission lines,
as shown in Figure 6.5a. Typically, information frames are transmitted in the ring in
cut-through fashion, with only a few bits delay per ring adapter. All stations can monitor
the passing signal and extract frames intended for them. A MAC protocol is required

Satellite channel

� fin
� fout

FIGURE 6.3 Satellite
communication involves sharing of
uplink and downlink frequency bands.
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Inbound line

Outbound line

Stations

Host
computer

FIGURE 6.4 Multidrop line requires access control.

here to orchestrate the insertion and removal of frames from the shared ring, since
obviously only one signal can occupy a particular part of the ring.

Shared buses are another example of shared broadcast media (Figure 6.5b). For
example, in coaxial cable transmission systems users can inject a signal that propagates
in both directions along the medium, eventually reaching all stations connected to the
cable. All stations can listen to the medium and extract transmissions intended for
them. If two or more stations transmit simultaneously, the signal in the medium will be
garbled, so again a procedure is needed to coordinate access to the medium. In Section
6.7.3 we show that hub topology networks lead to a situation identical to that of shared
buses.

Finally, we return to a more current example involving wireless communications,
shown in Figure 6.6. Here a set of devices such as workstations, laptop computers,
cordless telephones, and other communicating appliances share a wireless medium, for
example, 2.4 or 5 GHz radio or infrared light. These devices could be transmitting short
messages, real-time voice, or video information, or they could be accessing web pages.
Again a MAC protocol is required to share the medium. In this example the diversity
of the applications requires the medium access control to also provide some degree of
quality-of-service (QoS) guarantees, for example, low delay for real-time voice traffic.

In the examples discussed so far, we can discern two basic approaches: centralized
and distributed. In the first approach communications between the M stations makes use
of two channels. A base station or controller communicates to all the other stations by

(a)

(b)

FIGURE 6.5 (a) Ring networks and
(b) multitapped buses require MAC.
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FIGURE 6.6 Wireless LAN.

broadcasting over the “outbound,” “forward,” or “downstream” channel. The stations
in turn share an “inbound,” “reverse,” or “upstream” channel in the direction of the
base station. In the preceding examples the satellite system, cellular telephone systems,
and the multidrop line take this approach. It is also the approach in cable modem
access systems and certain types of wireless data access systems. In this approach the
base station or controller can send coordination information to the other stations to
orchestrate the access to the shared reverse channel. The second approach to providing
communications uses direct communications between all M stations. This is the case for
ad hoc wireless networks as well as for the multitapped bus. Note that the ring network
has features of both approaches. On the one hand, ring networks involve all stations
communicating directly with other stations; on the other hand, each time a station has
the token that entitles it to transmit, it can be viewed as acting as a temporary controller
that directs how traffic enters the ring at that moment.

The preceding examples have the common feature that the shared medium is the
only means available for the stations to communicate with each other. Thus any explicit
or implicit coordination in accessing the channel must be done through the channel
itself. This situation implies that some of the transmission resource will be utilized
implicitly or explicitly to transfer coordination information. We saw in Chapter 5 that
the delay-bandwidth product plays a key role in the performance of ARQ protocols.
The following example indicates how the delay-bandwidth product affects performance
in medium access control.

EXAMPLE Delay-Bandwidth Product and MAC Performance

Consider the situation shown in Figure 6.7 in which two stations are trying to share a
common medium. Let’s develop an access protocol for this system. Suppose that when
a station has a frame to send, the station first listens to the channel to see whether it is
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A transmits
at t � 0

A detects
collision at
t � 2tprop

Distance d meters
tprop � d�v seconds

B transmits
before t � tprop
and detects
collision shortly
thereafter

A

A

A

B

B

B

FIGURE 6.7 Channel capture and delay-bandwidth product where v is the speed of
light in the medium, typically 2 to 3 × 108 meters/second.

busy with a transmission from the other station. If it is not busy, then the station begins
to transmit, but it continues observing the signal in the channel to make sure that its
signal is not corrupted by a signal from the other station. The signal from station A
does not reach station B until time tprop. If station B has not begun a transmission
by that time, then station A is assured that station B will refrain from transmitting
thereafter and so station A has captured the channel and its entire message will get
through.

Figure 6.7 shows what happens when a collision of frame transmissions takes place.
In this case station B must have begun its transmission sometime between times t = 0
and t = tprop. By time t = 2tprop, at the latest, station A will find out about the collision.
At this point both stations are aware that they are competing for the channel. Some
mechanism for resolving this contention is required. We will suppose for simplicity
that both stations know the value of the propagation delay tprop and that they measure
the time from when they began transmitting to when a collision occurs. The station that
began transmitting earlier (which measures the aforementioned time to be greater than
tprop/2) is declared to be the “winner” and proceeds to retransmit its frame as soon as
the channel goes quiet. The “losing” station defers and remains quiet until the frame
transmission from the other station is complete. For the sake of fairness, we suppose that
the winning station is compelled to remain quiet for time 2tprop after it has completed
its frame transmission. This interval gives the losing station the opportunity to capture
the channel and transmit its frame.

Thus we see for this example that a time approximately equal to 2tprop is re-
quired to coordinate the access for each frame transmitted. Let L be the number of bits
in a frame. The sending station then requires X = L/R seconds to transmit the
frame, where R is the transmission bit rate. Therefore a frame transmission requires
L/R +2tprop seconds. The throughput of a system is defined as the actual rate at which
information is sent over the channel, and is measured in bits/second or frames/second.
The maximum throughput in this example in bps is:

Reff = L

L/R + 2tprop
= 1

1 + 2tprop R
L

R = 1

1 + 2a
R (6.1a)
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and the normalized maximum throughput or efficiency is given by

ρmax = Reff /R = 1

1 + 2a
(6.1b)

where the normalized delay-bandwidth product a is defined as the ratio of the one-
way delay-bandwidth product to the average frame length

a = tprop R

L
= tprop

L/R
= tprop

X
(6.2)

When a is much smaller than 1, the medium can be used very efficiently by using
the above protocol. For example, if a = 0.01, then the efficiency is 1/1.02 = 0.98. As
a becomes larger, the channel becomes more inefficient. For example if a = 0.5, then
the efficiency is 1/2 = 0.50.

The efficiency result in the preceding example is typical of MAC protocols. Later
in the chapter we show that the CSMA-CD protocol that originally formed the basis
for the Ethernet LAN standard has an efficiency or maximum normalized throughput
of approximately 1/(1 + 6.44a). We also show that for token-ring networks, such as in
the IEEE 802.5 standard, the maximum efficiency is approximately given by 1/(1+a′)
where a′ is the ratio of the latency of the ring in bits to the average frame length. The
ring latency has two components: The first component is the sum of the bit delays
introduced at every ring adapter; the second is the delay-bandwidth product where the
delay is the time required for a bit to circulate around the ring. In both of these important
LANs, we see that a, the relative value of the delay-bandwidth product to the average
frame length is a key parameter in system performance.

Table 6.1 shows the number of bits in transit in a one-way propagation delay for
various distances and transmission speeds. Possible network types range from a “desk
area network” with a diameter of 1 meter to a global network with a diameter of
100,000 km (about two times around the earth). It can be seen that the reaction time as
measured by the number of bits in transit can become quite large for high transmission
speeds and for long distances. To estimate some values of the key parameter a, we note
that Ethernet frames have a maximum length of approximately 1500 bytes = 12,000 bits.
TCP segments have a maximum length of approximately 65,000 bytes = 520,000 bits.
For desk area and local area networks, we see that these frame lengths can provide
acceptable values of a. For higher speeds or longer distances, the frame sizes are not

TABLE 6.1 Number of bits in transit in one-way propagation delay assuming propagation
speed of 3 × 108 meters/second.

Distance 10 Mbps 100 Mbps 1 Gbps Network type

1 m 3.33 × 10−02 3.33 × 10−01 3.33 × 100 Desk area network
100 m 3.33 × 100 3.33 × 1001 3.33 × 1002 Local area network

10 km 3.33 × 1002 3.33 × 1003 3.33 × 1004 Metropolitan area network
1000 km 3.33 × 1004 3.33 × 1005 3.33 × 1006 Wide area network

100000 km 3.33 × 1006 3.33 × 1007 3.33 × 1008 Global area network
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long enough to overcome the large delay-bandwidth products. Consequently, we find
that networks based on broadcast techniques are used primarily in LANs and other
networks with small delay-bandwidth products.

The selection of a MAC protocol for a given situation depends on delay-bandwidth
product and throughput efficiency, as well as other factors. The transfer delay experi-
enced by frames is an important performance measure. The frame transfer delay T is
defined as the time that elapses from when the first bit of the frame arrives at the source
MAC to when the last bit of the frame is delivered to the destination MAC. Fairness in
the sense of giving stations equitable treatment is also an issue. The concern here is that
stations receive an appropriate proportion of bandwidth and that their frames experience
an appropriate transfer delay. Note that fairness does not necessarily mean equal treat-
ment; it means providing stations with treatment that is consistent with policies set by
the network administrator. Reliability in terms of robustness with respect to failure and
faults in equipment is important as it affects the availability of service. An issue that is
becoming increasingly important is the capability to carry different types of traffic, that
is, stream versus bursty traffic, as well as the capability to provide quality-of-service
guarantees to different traffic types. Scalability with respect to number of stations and
the user bandwidth requirements are also important in certain settings. And of course
cost is always an issue.

Suppose that the M stations in the system generate frames at an aggregate rate of
λ frames/second. If frames have a length of L bits, then the average bit rate generated
by all the stations is λL bits/second. The normalized throughput or load is defined as
ρ = λL/R. Note that the bit rate generated by all the stations cannot be greater than
R, so λL < R, which implies that ρ = λL/R < 1. In general, every MAC protocol
has a maximum throughput less than R/L frames/second, since some channel time is
wasted in collisions or in sending coordination information. Consequently, the load ρ

cannot exceed some maximum normalized throughput value ρmax < 1.
The frame transfer delay and the throughput of a MAC protocol are interrelated.

Figure 6.8 shows a typical graph of how the average transfer delay increases with
throughput. The abscissa (x-axis) ρ represents the load generated by all the stations.
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FIGURE 6.8 Typical frame
transfer delay versus load
(normalized throughput).
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The ordinate (y-axis) gives the average frame transfer delay E[T] in multiples of
a single average frame transmission time X = L/R seconds. When the load ρ is small,
the stations transmit infrequently. Because there is likely to be little or no contention
for the channel, the transfer delay is close to one frame transmission time, as shown
in the figure. As the load increases, there is more contention for the channel, and so
frames have to wait increasingly longer times before they are transferred. Finally, the
rate of frame arrivals from all the stations reaches a point that exceeds the rate that the
channel can sustain. At this point the buffers in the stations build up with a backlog of
frames, and if the arrivals remain unchecked, the transfer delays grow without bound
as shown in the figure.

Note from Figure 6.8 that the maximum achievable throughput ρmax is usually less
than 1. Figure 6.9 shows that the transfer delay versus load curve varies with parameter
a, which is defined as the ratio of the one-way delay-bandwidth product to the average
frame length. When a is small, the relative cost of coordination is low and ρmax can be
close to 1. However, when a increases, the relative cost of coordination becomes high
and ρmax can be significantly less than 1. Figure 6.9 is typical of the delay-throughput
performance of medium access controls. The exact shape of the curve depends on the
particular medium and MAC protocol, the number of stations, the arrival pattern of
frames at the stations, and the distribution of lengths of the frames. Our discussion
on medium access controls will focus on their maximum achievable throughput. The
transfer delay performance is discussed in the optional Section 6.5.

6.2 RANDOM ACCESS

In this and the next section we consider the two main classes of MAC protocols: random
access and scheduling. In particular we investigate the system parameters that affect
MAC performance. An understanding of these issues is required in the design and
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selection of MAC protocols, especially in situations that involve large delay-bandwidth
products.

Random access methods constitute the first major class of MAC procedures. In the
beginning of this chapter, we indicated that the reaction time in the form of propaga-
tion delay and network latency is a key factor in the effectiveness of various medium
access techniques. This factor should not be surprising, as we have already observed
the influence of reaction time on the performance of ARQ retransmission schemes.
In the case of Stop-and-Wait ARQ, we found that the performance was good as long as
the reaction time was small. However, Stop-and-Wait ARQ became ineffective when
the propagation delay, and hence the reaction time, became very large. The weakness
of Stop-and-Wait is that the transmission of frames is closely tied to the return of ac-
knowledgments, which cannot occur sooner than the reaction time. The solution to this
problem involved proceeding with transmission without waiting for acknowledgments
and dealing with transmission errors after the fact.

A similar situation arises in the case of scheduling approaches to medium ac-
cess control that are considered in Section 6.3. When the reaction time is small, the
scheduling can be done quickly, based on information that is current. However, when
the reaction time becomes very large, by the time the scheduling takes effect the state
of the system might have changed considerably. The experience with ARQ systems
suggests an approach that involves proceeding with transmissions without scheduling.
It also suggests dealing with collisions after the fact. The class of random access MAC
procedures discussed in this section takes this approach.

6.2.1 ALOHA

As the name suggests, the ALOHA random access scheme had its origins in the Hawai-
ian Islands. The University of Hawaii needed a means to interconnect terminals at
campuses located on different islands to the host computer on the main campus. The
solution is brilliant in its simplicity. A radio transmitter is attached to the terminals, and
messages are transmitted as soon as they become available, thus producing the smallest
possible delay. From time to time frame transmissions will collide, but these can be
treated as transmission errors, and recovery can take place by retransmission. When
traffic is very light, the probability of collision is very small, and so retransmissions
need to be carried out infrequently. Consequently, under light traffic the frame transfer
delay will be low.

There is a significant difference between normal transmission errors and those
that are due to frame collisions. Transmission errors that are due to noise affect only
a single station. On the other hand, in the frame collisions more than one station is
involved, and hence more than one retransmission is necessary. This interaction by
several stations produces a positive feedback that can trigger additional collisions. For
example, if the stations use the same time-out values and schedule their retransmissions
in the same way, then their future retransmissions will also collide. For this reason,
the ALOHA scheme requires stations to use a backoff algorithm, which typically
chooses a random number in a certain retransmission time interval. This randomization
is intended to spread out the retransmissions and reduce the likelihood of additional
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FIGURE 6.10 ALOHA random access scheme.

collisions between the stations. Nevertheless, the likelihood of collisions increases after
each frame collision.

Figure 6.10 shows the basic operation of the ALOHA scheme. It can be seen that
the first transmission is done without any scheduling. Information about the outcome
of the transmission is obtained at the earliest after the reaction time 2tprop, where tprop

is the maximum one-way propagation time between two stations. If no acknowledg-
ment is received after a time-out period, a backoff algorithm is used to select a random
retransmission time.

It is clear that in the ALOHA scheme the network can swing between two modes.
In the first mode frame transmissions from the station traverse the network successfully
on the first try and collide only from time to time. The second mode is entered through
a snowball effect that occurs when there is a surge of collisions. The increased number
of backlogged stations, that is, stations waiting to retransmit a message, increases the
likelihood of additional collisions. This situation leads to a further increase in the
number of backlogged stations, and so forth.

Abramson provided an approximate analysis of the ALOHA system that gives an
insight into its behavior. Assume that frames are a constant length L and constant trans-
mission time X = L/R. Consider a reference frame that is transmitted starting at time
t0 and completed at time t0+X , as shown in Figure 6.10. This frame will be successfully
transmitted if no other frame collides with it. Any frame that begins its transmission
in the interval t0 to t0 + X will collide with the reference frame. Furthermore, any frame
that begins its transmission in the prior X seconds will also collide with the reference
frame. Thus the probability of a successful transmission is the probability that there are
no additional frame transmissions in the vulnerable period t0 − X to t0 + X .

Abramson used the following approach to find the probability that there is no
collision with the reference frame. Let S be the arrival rate of new frames to the
system in units of frames/X seconds. We assume that all frames eventually make
it through the system, so S also represents the throughput of the system. Now the
actual arrival rate to the system consists of new arrivals and retransmissions. Let G
be the total arrival rate in units of frames/X seconds. G is also called the total load.
The probability of transmissions from new frames and retransmitted frames is not
straightforward to calculate. Abramson made the key simplifying assumption that the
backoff algorithm spreads the retransmissions so that frame transmissions, new and
repeated, are equally likely to occur at any instant in time. This implies that the number
of frames transmitted in a time interval has a Poisson distribution with average number
of arrivals of 2G arrivals/2X seconds, that is:

P[k transmissions in 2X seconds] = (2G)k

k!
e−2G, k = 0, 1, 2, . . . (6.3)
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FIGURE 6.11 Throughput S
versus load G.

The throughput S is equal to the total arrival rate G times the probability of a
successful transmission, that is:

S = GP[no collision] = GP[0 transmissions in 2X seconds]

= G
(2G)0

0!
e−2G

= Ge−2G (6.4)

Figure 6.11 shows a graph of S versus G. Starting with small G, we see that S
increases, reaches a peak value of 1/2e at G = 0.5, and then declines back toward 0.
For a given value of S, say, S = 0.05, there are two associated values of G. This is in
agreement with our intuition that the system has two modes: one associating a small
value of G with S, that is, S ≈ G, and another associating a large value of G with S, that
is, G � S when many stations are backlogged. The graph also shows that values of S
beyond 1/2e are not attainable. This condition implies that the ALOHA system cannot
achieve throughputs higher than 1/2e = 18.4 percent. Note that the maximum value of
S occurs at G = 1/2, which corresponds to a total arrival rate of exactly one frame per
vulnerable period. This makes sense since two or more arrivals in a vulnerable period
result in a collision.

6.2.2 Slotted ALOHA

The performance of the ALOHA scheme can be improved by reducing the probability
of collisions. The slotted ALOHA scheme shown in Figure 6.12 reduces collisions
by constraining the stations to transmit in synchronized fashion. All the stations keep
track of transmission time slots and are allowed to initiate transmissions only at the
beginning of a time slot. Frames are assumed to be constant and to occupy one time
slot. The frames that can collide with our reference frame must now arrive in the period
t0 − X to t0. The vulnerable period in the system is now X seconds long.
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FIGURE 6.12 Slotted ALOHA random access scheme (t0 = (k + 1)X).

Proceeding as before, we now have G arrivals in X seconds and we use the Poisson
distribution for number of events in X seconds to obtain

S = GP[no collision] = GP[0 transmissions in X seconds]

= G
(G)0

0!
e−G

= Ge−G (6.5)

Figure 6.11 shows the behavior of the throughput S versus load G for the slotted
ALOHA system. The system still exhibits its bimodal behavior and has a maximum
throughput of 1/e = 36.8 percent at G = 1.

The ALOHA and the slotted ALOHA systems show how low-delay frame trans-
mission is possible using essentially uncoordinated access to a medium. However, this
result is at the expense of significant wastage due to collisions, which limits the max-
imum achievable throughput to low values. However, unlike the other MAC schemes
discussed in this chapter, the maximum throughput of the ALOHA schemes is not
sensitive to the reaction time because stations act independently.

EXAMPLE ALOHA and Slotted ALOHA

Suppose that a radio system uses a 9600 bps channel for sending call setup request
messages to a base station. Suppose that frames are 120 bits long. What is the maximum
throughput possible with ALOHA and with slotted ALOHA?

The system transmits frames at a rate of 9600 bits/second × 1 frame/120 bits = 80
frames/second. The maximum throughput for ALOHA is then 80(0.184) ≈ 15 frames/
second. The maximum throughput for slotted ALOHA is then ≈ 30 frames/second.

6.2.3 Carrier Sense Multiple Access

The low maximum throughput of the ALOHA schemes is due to the wastage of transmis-
sion bandwidth because of frame collisions. This wastage can be reduced by avoiding
transmissions that are certain to cause collisions. By sensing the medium for the pres-
ence of a carrier signal from other stations, a station can determine whether there is an
ongoing transmission. The class of carrier sensing multiple access (CSMA) MAC
schemes uses this strategy.
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FIGURE 6.13 CSMA random access scheme.

In Figure 6.13 we show how the vulnerable period is determined in a CSMA
system. At time t = 0, station A begins transmission at one extreme end of a broadcast
medium. As the signal propagates through the medium, stations become aware of the
transmission from station A. At time t = tprop, the transmission from station A reaches
the other end of the medium. By this time all stations are aware of the transmission
from station A. Thus the vulnerable period consists of one propagation delay, and if no
other station initiates a transmission during this period, station A will in effect capture
the channel because no other stations will transmit thereafter.

CSMA schemes differ according to the behavior of stations that have a frame to
transmit when the channel is busy. In 1-Persistent CSMA, stations with a frame to
transmit sense the channel. If the channel is busy, they sense the channel continuously,
waiting until the channel becomes idle. As soon as the channel is sensed idle, they
transmit their frames. Consequently if more than one station is waiting, a collision
will occur. In addition, stations that have a frame arrive within tprop of the end of
the preceding transmission will also transmit and possibly be involved in a collision.
Stations that are involved in a collision perform the backoff algorithm to schedule a
future time for resensing the channel. In a sense, in 1-Persistent CSMA stations act in
a “greedy” fashion, attempting to access the medium as soon as possible. As a result,
1-Persistent CSMA has a relatively high collision rate.

Non-Persistent CSMA attempts to reduce the incidence of collisions. Stations with
a frame to transmit sense the channel. If the channel is busy, the stations immediately
run the backoff algorithm and reschedule a future resensing time. If the channel is idle,
the stations transmit. By immediately rescheduling a resensing time and not persisting,
the incidence of collisions is reduced relative to 1-Persistent CSMA. This immediate
rescheduling also results in longer delays than are found in 1-Persistent CSMA.

The class of p-Persistent CSMA schemes combines elements of the above two
schemes. Stations with a frame to transmit sense the channel, and if the channel is busy,
they persist with sensing until the channel becomes idle, as shown in Figure 6.14. If
the channel is idle, the following occurs: with probability p, the station transmits its

Sensing

FIGURE 6.14 p-Persistent
CSMA random access scheme.
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frame; with probability 1 − p the station decides to wait an additional propagation
delay tprop before again sensing the channel. This behavior is intended to spread out
the transmission attempts by the stations that have been waiting for a transmission to
be completed and hence to increase the likelihood that a waiting station successfully
seizes the medium.

All of the variations of CSMA are sensitive to the end-to-end propagation delay
of the medium that constitutes the vulnerable period. An analysis of the throughput
S versus load G for CSMA is beyond the scope of this text. Figure 6.15 shows the
throughput S versus load G for 1-Persistent and Non-Persistent CSMA for three values
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FIGURE 6.15 Throughput S versus load G for 1-Persistent and
Non-Persistent CSMA. The curves are for different values of a.
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of a. It can be seen that the throughput of 1-Persistent CSMA drops off much more
sharply with increased G. It can also be seen that the normalized propagation delay
a = tprop/X has a significant impact on the maximum achievable throughput. Non-
Persistent CSMA achieves a higher throughput than 1-Persistent CSMA does over a
broader range of load values G. For very small values of a, Non-Persistent CSMA has
a relatively high maximum achievable throughput. However, as a approaches 1, both
1-Persistent and Non-Persistent CSMA have maximum achievable throughputs that are
even lower than the ALOHA schemes.

6.2.4 Carrier Sense Multiple Access with Collision Detection

The CSMA schemes improve over the ALOHA schemes by reducing the vulnerable
period from one- or two-frame transmission times to a single propagation delay tprop.
In both ALOHA and CSMA schemes, collisions involve entire frame transmissions. If
a station can determine whether a collision is taking place, then the amount of wasted
bandwidth can be reduced by aborting the transmission when a collision is detected.
The carrier sensing multiple access with collision detection (CSMA-CD) schemes
use this approach.

Figure 6.16 shows the basic operation of CSMA-CD. At time t = 0, station A at
one extreme end of the network begins transmitting a frame. This frame transmission
reaches station B at another extreme end of the network, at time tprop. If no other
station initiates a transmission in this time period, then station A will have captured
the channel. However, suppose that station B initiates a transmission just before the
transmission arrival from station A. Station A will not become aware of the collision
until time = 2tprop. Therefore, station A requires 2tprop seconds to find out whether it
has successfully captured the channel.

In CSMA-CD a station with a frame first senses the channel and transmits if the
channel is idle. If the channel is busy, the station uses one of the possible strategies
from CSMA; that is, the station can persist, backoff immediately, or persist and attempt
transmission with probability p. If a collision is detected during transmission, then a
short jamming signal is transmitted to ensure that other stations know that collision
has occurred before aborting the transmission, and the backoff algorithm is used to
schedule a future resensing time.

A begins to
transmit at
t � 0

A detects a
collision at
t � 2tprop � �

B begins to
transmit at
t � tprop � �;
B detects a
collision at
t � tprop

A

A

A

B

B

B

FIGURE 6.16 In CSMA-CD it takes 2tprop (the reaction time) to find out whether the
channel has been captured.
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FIGURE 6.17 Frame transmission times and contention periods.

As shown in Figure 6.17a, the channel can be in three states: busy transmitting a
frame, idle, or in a contention period where stations attempt to capture the channel. The
throughput performance of 1-persistent CSMA-CD can be analyzed by assuming that
time is divided into minislots of length 2tprop seconds to ensure that stations can always
detect a collision. Each time the channel becomes idle, stations contend for the channel
by transmitting and listening to the channel to see if they have successfully captured
the channel. Each such contention interval takes 2tprop seconds. Next we calculate the
mean time required for a station to successfully capture the channel.

Suppose that n stations are contending for the channel and suppose that each
station transmits during a contention minislot with probability p. The probability of a
successful transmission is given by the probability that only one station transmits:

Psuccess = np(1 − p)n−1 (6.6)

since the probability that a given station transmits and n – 1 do not is given by p(1 – p)n–1

and there are n possible ways in which to select the one station that transmits. To find the
maximum achievable throughput, assume that stations use the value of p that maximizes
Psuccess. By taking a derivative of Psuccess with respect to p and setting it to zero, we
find that the probability is maximized when p = 1/n. The maximum probability of
success is then

Pmax
success = n

1

n

(
1 − 1

n

)n−1

=
(

1 − 1

n

)n−1

→ 1

e
(6.7)

Figure 6.17b shows that the maximum probability of success rapidly approaches 1/e
as n increases.

If the probability of success in one minislot is Pmax
success, then the average number

of minislots that elapse until a station successfully captures the channel is 1/Pmax
success.

Assuming a large value of n, we have that Pmax
success = 1/e, and so the average number

of minislots until a station successfully captures the channel is:

1

Pmax
success

= e = 2.718 minislots (6.8)
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The maximum throughput in the CSMA-CD system occurs when all of the channel
time is spent in frame transmissions followed by contention intervals. Each frame
transmission time X is followed by a period tprop during which stations find out that
the frame transmission is completed and then a contention interval of average duration
2e tprop and, so the maximum throughput is then

ρmax = X

X + tprop + 2etprop
= 1

1 + (2e + 1)a
= 1

1 + (2e + 1)Rd/vL
(6.9)

where a = tprop/X is the propagation delay normalized to the frame transmission time.
The rightmost term in the above expression is in terms of the bit rate of the medium R,
the diameter of the medium d, the propagation speed over the medium v, and the frame
length L . The expression shows that CSMA-CD can achieve throughputs that are close
to 1 when a is much smaller than 1. For example, if a = 0.01, then CSMA-CD has a
maximum throughput of 94 percent. The CSMA-CD scheme provides the basis for the
Ethernet LAN protocol.

As the load approaches the maximum throughput in Equation (6.9), the average
transfer delay increases as collisions occur more frequently. This effect can be seen in
Figure 6.52 (later in the chapter) which shows the frame transfer delay for various values
of a. It should be emphasized that CSMA-CD does not provide an orderly transfer of
frames. The random backoff mechanism and the random occurrence of collisions imply
that frames need not be transmitted in the order that they arrived. Indeed once a frame is
involved in a collision, it is quite possible for other later arrivals to be transferred ahead
of it. This behavior implies that in CSMA-CD frame delays exhibit greater variability
than in first-in-first-out statistical multiplexers. In the next section we will consider
scheduling approaches to medium access control that provide a more orderly access to
the shared medium.

Figure 6.18 shows a comparison of the maximum throughput of the main random
access MAC techniques discussed in this section. For small values of a, CSMA-CD
has the highest maximum throughput followed by CSMA. As a increases, the maximum
throughput of CSMA-CD and CSMA decrease since the reaction times are approaching
the frame transmission times. As a approaches 1, the throughput of these schemes
becomes less than that of ALOHA and slotted ALOHA. As indicated before, ALOHA
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FIGURE 6.18 Maximum achievable throughputs of random access
schemes.
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and slotted ALOHA are not sensitive to a since their operation does not depend on the
reaction time.

EXAMPLE Cellular Digital Packet Data (CDPD) MAC protocol

CDPD uses a 30 kHz channel of the AMPS analog cellular telephone system to provide
packet data service to multiple mobile stations at speeds of up to 19,200 bps. The base
stations are connected to interface nodes that connect to wired packet networks. The
MAC protocol in CDPD is called Digital Sense Multiple Access and is a variation of
CSMA-CD. The base station broadcasts frames in the forward channel, and mobile
stations listen for packets addressed to them. The frames are in HDLC format and are
segmented into blocks of 274 bits. Reed-Solomon error-correction coding increases
the block to 378 bits. This block is transmitted in seven groups of 54 bits. A 6-bit
synchronization and flag word is inserted in front of each 54-bit group to form a
microblock. The flag word is used to provide coordination information in the reverse
link.

To transmit on the reverse link, a station prepares a frame in HDLC format and
prepares 378-bit blocks as in the forward channel. The station observes the flag words
in the forward channel to determine whether the reverse link is idle or busy. This step
is the “digital sensing.” If the channel is busy, the station schedules a backoff time after
which it will attempt again. If the station again senses the channel busy, it selects a
random backoff time again but over an interval that is twice as long as before. Once
it senses the channel idle, the station begins transmission. The base station provides
feedback information, with a two-microblock delay, in another flag bit to indicate that a
given 54-bit block has been received correctly. If a station finds out that its transmission
was involved in a collision, the station aborts the transmission as in CSMA-CD.

INTRODUCING PRIORITY IN CARRIER SENSING
A simple mechanism to provide different levels of priority in carrier sensing ac-
cess systems is to assign mandatory different interframe times to different priority
classes. Thus a high-priority frame must wait τ1 seconds after the end of a transmis-
sion before it can attempt to access the medium. A lower-priority frame would wait
τ2 > τ1 seconds. This mechanism ensures that high-priority traffic gets first oppor-
tunity to capture the channel. The mechanism is implemented in 802.11 systems.

6.3 SCHEDULING APPROACHES TO MEDIUM
ACCESS CONTROL

In Section 6.2 we considered random access approaches to sharing a transmission
medium. These approaches are relatively simple to implement, and we found that
under light traffic they can provide low-delay frame transfer in broadcast networks.
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FIGURE 6.19 Basic reservation system: each station has own minislot for
making reservations.

However, the randomness in the access can limit the maximum achievable throughput
and can result in large variability in frame delays under heavier traffic loads. In this
section we look at scheduling approaches to medium access control. These approaches
attempt to produce an orderly access to the transmission medium. We first consider
reservation systems and then discuss polling systems as a special form of reservation
systems. Finally, we consider token-passing ring networks.

6.3.1 Reservation Systems

Figure 6.19 shows a basic reservation system. The stations take turns transmitting a
single frame at the full rate R bps, and the transmissions from the stations are organized
into cycles that can be variable in length. Each cycle begins with a reservation interval.
In the simplest case the reservation interval consists of M minislots, one minislot per
station. Stations use their corresponding minislot to indicate that they have a frame to
transmit in a corresponding cycle. The stations announce their intention to transmit a
frame by broadcasting their reservation bit during the appropriate minislot. By listening
to the reservation interval, the stations can determine the order of frame transmissions in
the corresponding cycle. The length of the cycle will then correspond to the number of
stations that have a frame to transmit. Note that variable-length frames can be handled
if the reservation message includes frame-length information.

The basic reservation system described above generalizes and improves on a time-
division multiplexing scheme by taking slots that would have gone idle and making
them available to other stations. Figure 6.20a shows an example of the operation of the
basic reservation system. In the initial portion only stations 3 and 5 have frames to
transmit. In the middle portion of the example, station 8 becomes active, and the cycle
is expanded from two slots to three slots.

Let us consider the maximum attainable throughput for this system. Assume that
the propagation delay is negligible, that frame transmission times are X = 1 time unit,
and that a reservation minislot requires v time units where v < 1.3 Assume also that
one minislot is required per frame reservation. Each frame transmission then requires

3Equivalently, we can assume that a slot takes X seconds and a minislot vX seconds.
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FIGURE 6.20 Operation of reservation system with (a) negligible and
(b) nonnegligible delays.

1+v time units. The maximum throughput occurs when all stations are busy, and hence
the maximum throughput is

ρmax = 1

1 + v
for one frame reservation/minislot (6.10)

It can be seen that very high throughputs are achievable when v is very small in
comparison to 1. Thus, for example, if v = 5%, then ρmax = 95%.

Suppose that the propagation delay is not negligible. As shown in Figure 6.20b,
the stations transmit their reservations in the same way as before, but the reservations
do not take effect until some fixed number of cycles later. For example, if the cycle
length is constrained to have some minimum duration that is greater than the round-trip
propagation delay, then the reservations would take effect in the second following cycle.

The basic reservation system can be modified so that stations can reserve more
than one slot per frame transmission per minislot. Suppose that a minislot can reserve
up to k frames. The maximum cycle size occurs when all stations are busy and is given
by Mv + Mk time units. One such cycle transmits Mk frames, and so we see that the
maximum achievable throughput is now

ρmax = Mk

Mv + Mk
= 1

1 + v/k
for k frame reservations/minislot (6.11)

Now let us consider the impact of the number of stations on the performance
of the system. The effect of the reservation intervals is to introduce overhead that is
proportional to M , that is, the reservation interval is Mv. If M becomes very large,
this overhead can become significant. This situation becomes a serious problem when
a very large number of stations transmit frames infrequently. The reservation minislots
are incurred in every cycle, even though most stations do not transmit. The problem can
be addressed by not allocating a minislot to each station and instead making stations
contend for a reservation minislot by using a random access technique such as ALOHA
or slotted ALOHA. If slotted ALOHA is used, then each successful reservation will
require 1/0.368 = 2.71 minislots on average. Therefore, the maximum achievable
throughput for a reservation ALOHA system is

ρmax = 1/(1 + 2.71v) (6.12)
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If again we assume that v = 5%, then we have ρmax = 88%. The GPRS protocol,
discussed in Section 6.4.4, uses a reservation protocol with slotted ALOHA to provide
data service over GSM cellular telephone networks.

If the propagation delay is not negligible, then it is possible for slots to go unused
because reservations cannot take effect quickly enough. This situation results in a
reduction in the maximum achievable throughput. For this reason reservation systems
are sometimes modified so that frames that arrive during a cycle can attempt to “cut
ahead of the line” by being transmitted during periods that all stations know have
not been reserved. If a frame is successfully transmitted this way, its reservation in a
following cycle is canceled.

6.3.2 Polling

The reservation systems in the previous section required that stations make explicit
reservations to gain access to the transmission medium. We now consider polling
systems in which stations take turns accessing the medium. At any given time only
one of the stations has the right to transmit into the medium. When a station is
done transmitting, some mechanism is used to pass the right to transmit to another
station.

There are different ways for passing the right to transmit from station to station.
Figure 6.21a shows the situation in which M stations communicate with a host com-
puter. The system consists of an outbound line in which information is transmitted
from the host computer to the stations and an inbound line that must be shared with
the M stations. The inbound line is a shared medium that requires a medium access
control to coordinate the transmissions from the stations to the host computer. The
technique developed for this system involves the host computer acting as a central

Shared inbound line

Outbound line
Central

controller

Central
controller

(a)

(b) (c)

FIGURE 6.21 Examples of polling systems: (a) polling by central
controller over lines; (b) polling by central controller over radio
transmissions; and (c) polling without a central controller.
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controller that issues control messages to coordinate the transmissions from the sta-
tions. The central controller sends a polling message to a particular station. When
polled, the station sends its inbound frames and indicates the completion of its trans-
mission through a go-ahead message. The central controller might poll the stations in
round-robin fashion, or according to some other pre-determined order. The normal re-
sponse mode of HDLC, which was discussed in Chapter 5, was developed for this type of
system.

Figure 6.21b shows another situation where polling can be used. Here the central
controller may use radio transmissions in a certain frequency band to transmit out-
bound frames, and stations may share a different frequency band to transmit inbound
frames. This technique is called the frequency-division duplex (FDD) approach. Again
the central controller can coordinate transmissions on the inbound channel by issuing
polling messages. Another variation of Figure 6.21b involves having inbound and out-
bound transmissions share one frequency band. This is the time-division duplex (TDD)
approach. In this case we would have an alternation between transmissions from the
central controller and transmissions from polled stations.

Figure 6.21c shows a situation where polling is used without a central controller.
In this particular example we assume that the stations have developed a polling order
list, using some protocol. We also assume that all stations can receive the transmissions
from all other stations. After a station is done transmitting, it is responsible for sending
a polling message to the next station in the polling list.

Figure 6.22 shows the sequence of polling messages and transmissions in the
inbound line that are typical for the preceding systems. In the example, station 1 is
polled first. A certain time, called the walk time, elapses while the polling message
propagates and is received and until station 1 begins transmission. The next period is
occupied by the transmission from station 1. This period is followed by the walk time
that elapses while station 2 is polled and then by the transmissions from station 2. This
process continues until station M is polled and has completed its transmissions. At this
point the polling cycle is begun again by polling station 1. In some systems a station
is allowed to transmit as long as it has information in its buffers. In other systems the
transmission time for each station is limited to some maximum duration.

The total walk time τ ′ is the sum of the walk times in one cycle and represents
the minimum time for one round of polling of all the stations. The walk time between
consecutive stations t ′ is determined by several factors. The first factor is the propa-
gation time required for a signal to propagate from one station to another. This time
is clearly a function of distance. Another factor is the time required for a station to

…

Polling messages

Frame transmissions

1 2 1 23 4 5 M
t

FIGURE 6.22 Interaction of polling messages and transmissions in a polling system.



392 CHAPTER 6 Medium Access Control Protocols and Local Area Networks

begin transmitting after it has been polled. This time is an implementation issue. A
third factor is the time required to transmit the polling message. These three factors
combine to determine the total walk time of the system.

The cycle time Tc is the total time that elapses between the start of two consecutive
polls of the same station. The cycle time is the sum of the M walk times and the M
station transmission times. The average cycle time E[Tc] can be found as follows.
Let λ/M frames/second be the average arrival rate of frames for transmission from a
station, and let E[Nc] be the average number of message arrivals to a station in one
cycle time. If we assume that all messages that arrive in a cycle time are transmitted
the next time the station is polled, then E[Nc] = (λ/M)E[Tc]. Assume that all stations
have the same frame transmission time X . Therefore, the time spent at each station is
E[Nc]X + t ′, where t ′ is the walk time. The average cycle time is then M times the
average time spent at each station:

E[Tc] = M{E[Nc]X + t ′} = M
{

λ

M
E[Tc]X + t ′

}
. (6.13)

The preceding equation can be solved for E[Tc]:

E[Tc] = Mt ′

1 − λX
= τ ′

1 − ρ
. (6.14)

Note the behavior of the mean cycle time as a function of load ρ = λX. Under light
load the cycle time is simply required to poll the full set of stations, and the mean
cycle time is approximately τ ′, since most stations do not have messages to transmit.
However, as the load approaches 1, the cycle time can increase without bound.

The walk times required to pass control of the access right to the medium can be
viewed as a form of overhead. The normalized overhead per cycle is then given by the
ratio of the total walk time to the cycle time. Note that as the load approaches 1, τ ′
remains constant while the cycle time increases without bound. In effect, the overhead
due to polling, that is, the walk time, becomes negligible. This implies that polling can
achieve a maximum normalized throughput of 100% when stations are allowed to send
all of the frames in their buffers.

It is interesting to consider the cases where the walk time approaches zero. This
yields a system in which frames from different queues are transmitted in turn according
to a polling list. The zero walk time implies that the system can switch between queues
very quickly, with negligible overhead. In this sense, the system operates much like a
statistical multiplexer that serves user queues in some order.

In situations where stations carry delay-sensitive traffic it is desirable to have a
cycle time that has a strict upper bound. The stations will then receive polling messages
at some minimum frequency. The cycle time can be bounded by limiting the time or
amount of information that a station is allowed to send per poll. For example, if a station
is limited to one frame transmission per poll then the maximum cycle time is given by
MX + τ ′. Note however that the maximum normalized throughput will now be given
by MX/(MX + τ ′) = (1 + τ ′/MX)−1 which is less than 100 percent.
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6.3.3 Token-Passing Rings

Polling can be implemented in a distributed fashion on networks with a ring topology. As
shown in Figure 6.23, such ring networks consist of station interfaces that are connected
by point-to-point digital transmission lines. Each interface acts like a repeater in a digital
transmission line but has some additional functions. An interface in the listen mode
reproduces each bit that is received from its input to its output after some constant
delay, ideally in the order of one bit time. This delay allows the interface to monitor the
passing bit stream for certain patterns. For example, the interface will be looking for the
address of the attached station. When such an address is observed, the associated frame
of information is copied bit by bit to the attached station. The interface also monitors
the passing bit stream for the pattern corresponding to a “free token.”

When a free token is received and the attached station has information to send, the
interface changes the passing token to busy by changing a particular bit in the passing
stream. In effect, receiving a free token corresponds to receiving a polling message.
The station interface then changes to the transmit mode where it proceeds to transmit
frames of information from the attached station. These frames circulate around the ring
and are copied at the destination station interfaces.

While the station is transmitting its information, it is also receiving information
at the input of the interface. If the time to circulate around the ring is less than the
time to transmit a frame, then this arriving information corresponds to bits of the same
frame that the station is transmitting. When the ring circulation time is greater than a
frame transmission time, more than one frame may be present in the ring at any given
time. In such cases the arriving information could correspond to bits of a frame from a
different station, so the station must buffer these bits for later transmission.

To device From device

Delay

Transmit mode

Delay

Listen mode

Input
from
ring

Output
to ring

FIGURE 6.23 Token-passing rings: Interfaces monitor the ring (in listen or
transmit mode) on behalf of their attached stations.
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(a) (b) (c) FIGURE 6.24 Approaches to
token reinsertion: (a) multitoken,
(b) single token, and (c) single
frame.

A frame that is inserted into the ring must be removed. One approach to frame
removal is to have the destination station remove the frame from the ring. Another
approach is to allow the frame to travel back to the transmitting station. This approach
is usually preferred because the transmitting station interface can then forward the
arriving frame to its attached station, thus providing a form of acknowledgment.

Token rings can also differ according to the method used to reinsert the token after
transmission has been completed. There are three approaches to token reinsertion, as
shown in Figure 6.24. The main differences between the methods arise when the ring
latency is larger than the frame length. The ring latency is defined as the number of bits
that can be simultaneously in transit around the ring. In the multitoken operation, the
free token is transmitted immediately after the last bit of the data frame. This approach
minimizes the time required to pass a free token to the next station. It also allows several
frames to be in transit in different parts of the ring.

The second approach, the single-token operation, involves inserting the free token
after the last bit of the busy token is received back and the last bit of the frame is
transmitted. If the frame is longer than the ring latency, then the free token will be
inserted immediately after the last bit of the frame is transmitted, so the operation is
equivalent to multitoken operation. However, if the ring latency is greater than the
frame length, then a gap will occur between the time of the last bit transmission and
the reinsertion of the free token as shown in Figure 6.24b. The recovery from errors in
the token is simplified by allowing only one token to be present in the ring at any given
time.

In the third approach, a single-frame operation, the free token is inserted after
the transmitting station has received the last bit of its frame. This approach allows the
transmitting station to check the return frame for errors before relinquishing control
of the token. Note that this approach corresponds to multitoken operation if the frame
length is augmented by the ring latency.

The token-ring operation usually also specifies a limit on the time that a station
can transmit. One approach is to allow a station to transmit an unlimited number of
frames each time a token is received. This approach minimizes the delay experienced
by frames but allows the time that can elapse between consecutive arrivals of a free
token to a station to be unbounded. For this reason, a limit is usually placed either on
the number of frames that can be transmitted each time a token is received or on the
total time that a station may transmit information into the ring. These limits have the
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effect of placing a bound on the time that elapses between consecutive arrivals of a free
token at a given station.

The introduction of limits on the number of frames that can be transmitted per
token affects the maximum achievable throughput. Suppose that a maximum of one
frame can be transmitted per token. Let τ ′ be the ring latency (in seconds) and a′ be
the ring latency normalized to the frame transmission time. We then have

τ ′ = τ + Mb

R
a′ = τ ′

X
(6.15)

where τ is the total propagation delay around the ring, b is the number of bit delays in an
interface, Mb is the total delay introduced by the M station interfaces, and R is the speed
of the transmission lines. The maximum throughput occurs when all stations transmit
a frame. If the system uses multitoken operation, the total time taken to transmit the
frames from the M stations is M X + τ ′. Because M X of this time is spent transmitting
information, the maximum normalized throughput is then

ρmax = M X

M X + τ ′ = 1

1 + τ ′/M X
= 1

1 + a′/M
for multitoken. (6.16)

Now suppose that the ring uses single-token operation. From Figure 6.24b we
can see that the effective frame duration is the maximum of X and τ ′. Therefore, the
maximum normalized throughput is then

ρmax = M X

M max{X, τ ′} + τ ′ = 1

max{1, a′} + τ ′/M X

= 1

max{1, a′} + a′/M
for single-token. (6.17)

When the frame transmission time is greater than the ring latency, we see that the single-
token operation has the same maximum throughput as multitoken operation. However,
when the ring latency is larger than the frame transmission time, that is, a′ > 1, then
the maximum throughput is less than that of multitoken operation.

Finally, in the case of single-frame operation the effective frame transmission time
is always X + τ ′. Therefore, the maximum throughput is given by

ρmax = M X

M(X + τ ′) + τ ′ = 1

1 + a′
(

1 + 1

M

) for single-frame. (6.18)

We see that the maximum throughput for single-frame operation is the lowest of
the three approaches. Note that when the ring latency is much bigger than the frame
transmission time, the maximum throughput of both the single-token and single-frame
approaches is approximately 1/a′. Recall from Figure 6.24 that this situation occurs
when the distance of the ring becomes large or the transmission speed becomes very
high. Figure 6.25 shows the maximum throughput for the three approaches for different
values of a′. It is clear that single-frame operation has the lowest maximum throughput
for all values of a′. Multitoken operation, on the other hand, has the highest maximum
throughput for all values of a′. In fact, multitoken operation is sensitive to the per hop
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FIGURE 6.25 Throughput comparisons for single frame/token schemes.

latency a′/M , not the overall ring latency a′. The figure also shows how single-token
operation approaches single-frame operation as a′ becomes large.

6.3.4 Comparison of Scheduling Approaches in Medium
Access Control

We have discussed two basic scheduling approaches to medium access control: reser-
vations and polling. Token-passing rings are essentially an extension of the polling
concepts to ring-topology networks. The principal strength of these approaches is that
they provide a relatively fine degree of control in accessing the medium. These ap-
proaches can be viewed as an attempt to make time-division multiplexing more efficient
by making idle slots available to other users.

Reservation systems are the most direct in obtaining the coordination in medium
access that is inherent in a multiplexer. Reservation systems can be modified to im-
plement the various scheduling techniques that have been developed to provide quality-
of-service guarantees in conventional multiplexers. However, unlike centralized
multiplexers, reservation systems must deal with the overheads inherent in multiple ac-
cess communications, for example, time gaps between transmissions and reaction-time
limitations. In addition, the decentralized nature of the system requires the reservation
protocols to be robust with respect to errors and to be conducive to simple error-recovery
procedures.

Polling systems and token-ring systems in their most basic form can be viewed
as dynamic forms of time-division multiplexing where users transmit in round-robin
fashion, but only when they have information to send. In polling systems the over-
head is spread out in time in the form of walk times. The limitations on transmission
time/token can lead to different variations. At one extreme, allowing unlimited trans-
mission time/token minimizes delay but also makes it difficult to accommodate frames
with stringent delay requirements. At the other extreme, a limit of one frame/token
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leads to a more efficient form of time-division multiplexing. Polling systems however
can be modified so that the polling order changes dynamically. When we reach the ex-
treme where the polling order is determined by the instantaneous states of the different
stations, we obtain what amounts to a reservation system. From this viewpoint polling
systems can be viewed as an important special case of reservation systems.

All the scheduling approaches were seen to be sensitive to the reaction time as
measured by the propagation delay and the network latency normalized by the average
frame transmission time. The reaction time of a scheme is an unavoidable limitation
of scheduling approaches. Thus in reservation systems with long propagation delays,
there is no way for the reservations to take effect until after a full propagation delay
time. However, in some cases there is some flexibility in what constitutes the minimum
reaction time. For example, in token-passing rings with single-frame operation the
reaction time is a full ring latency, whereas in multitoken operation the reaction time
is the latency of a single hop.

6.3.5 Comparison of Random Access and Scheduling Medium
Access Controls

The two classes of medium access control schemes, random access and scheduling,
differ in major ways, but they also share many common features. Their differences
stem primarily from their very different points of departure. Scheduling techniques
have their origins in reservation systems that attempt to emulate the performance of a
centrally scheduled system such as a multiplexer. Random access techniques, on the
other hand, have their origins in the ALOHA scheme that involves transmitting im-
mediately, and subsequently at random times in response to collisions. The scheduling
approach provides methodical orderly access to the medium, whereas random access
provides a somewhat chaotic, uncoordinated, and unordered access. The scheduling
approach has less variability in the delays encountered by frames and therefore has an
edge in supporting applications with stringent delay requirements. On the other hand,
when bandwidth is plentiful, random access systems can provide very small delays as
long as the systems are operated with light loads.

Both random access and scheduling schemes have the common feature that chan-
nel bandwidth is used to provide information that controls the access to the channel.
In the case of scheduling systems, the channel bandwidth carries explicit information
that allows stations to schedule their transmissions. In the case of random access sys-
tems, channel bandwidth is used in collisions to alert stations of the presence of other
transmissions and of the need to spread out their transmissions in time. Indeed, the con-
tention process in CSMA-CD amounts to a distributed form of scheduling to determine
which station should transmit next.

Any attempt to achieve throughputs approaching 100 percent involves using some
form of coordination, either through polling, token-passing, or some form of contention
resolution mechanism. All such systems can be very sensitive to the reaction time in
the form of propagation delay and network latency. The comparison of the single-frame
and multitoken approaches to operating a token ring shows that a judicious choice of
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protocol can result in less demanding reaction times. Truly random access schemes
such as ALOHA and slotted ALOHA do not attempt coordination and are not sensitive
to the reaction time, but they also do not achieve high throughputs.

In keeping with the title of this book, this section has focused on fundamental
aspects of medium access control. The current key standards for LANs that use these
MACs are discussed in Part II of this chapter. As an aside we would like to point out
to the student and designer of future networks that as technologies advance, the key
standards will change, but the fundamental concepts will remain. In other words, there
will be many new opportunities to apply the fundamental principles to develop the key
standards of the future, especially in the area of wireless networks and optical networks.

HAVING IT BOTH WAYS: MULTIMODE MEDIUM ACCESS CONTROLS
Medium access controls need to be modified as networks evolve from providing
a single service, such as data transfer only, to multiple services such as voice,
image, video, and data transfer. Typically the MAC protocol is called upon to meet
the transfer requirements of data while also meeting the relatively stringent access
delay requirements from services such as voice. Multimode medium access controls
address this situation by combining a polling/scheduling mechanism with a random
access mechanism. Typically the medium access is organized in cycles that consist
of several frame transmissions. Frames that contain traffic requiring predictable
low access delay are scheduled or polled in the first part of a cycle, and other
“data traffic” is provided access in the rest of a cycle possibly through a random
access mechanism. To provide predictable access to the low-delay traffic, cycles are
limited to some given maximum duration. Thus the data traffic gains access only
to the residual portion of each cycle. To guarantee that data traffic receives some
minimum amount of bandwidth, the number of low-delay connections needs to be
kept below some level. We will see later in the chapter that the FDDI ring protocol
and the 802.11 wireless LAN protocol use medium access controls of this type.

◆ 6.4 CHANNELIZATION

Consider a network in which the M stations that are sharing a medium produce the
same steady flow of information, for example, digital voice or audio streams. It then
makes sense to divide the transmission medium into M channels that can be allocated
for the transmission of information from each station. In this section we first present
two channelization schemes that are generalizations of frequency-division multiplexing
and time-division multiplexing: frequency-division multiple access (FDMA) and time-
division multiple access (TDMA). The third channelization technique, code-division
multiple access (CDMA), involves coding the transmitted signal to produce a number
of separate channels. We explain the basic features of CDMA and compare it to TDMA
and FDMA. Finally we discuss how all three of these techniques have been applied in
telephone cellular networks.
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FIGURE 6.26 Average delay for TDMA.

Before proceeding into a description of channelization techniques, we explain why
these techniques are not suitable for the transmission of bursty data traffic. In dividing
the bandwidth of a channel into equal bands and allocating these to specific stations
or users, we reduce the degree of sharing that can take place. Figure 6.27 shows the
average frame transfer delay for TDMA (derived in Section 6.5.1) that is representative
of the performance of channelization techniques. We see that the delay increases with
M . We note that the root cause of this inferior frame delay performance is due to the
fact that when the medium is divided among several stations, transmission slots can go
unused when a station has no frames to transmit, whereas in a combined system these
slots would be used by other stations. The problem, of course, is that we are dealing
with a multiaccess system in which stations are geographically distributed. One way to
view the dynamic MAC algorithms discussed in previous sections is as an attempt to
achieve better sharing and hence better frame delay performance.

6.4.1 FDMA

In frequency-division multiple access (FDMA) the transmission medium is divided
into M separate frequency bands. Each station transmits its information continuously on
an assigned band. Bandpass filters are used to contain the transmitted energy within the
assigned band. Because practical transmitters cannot completely eliminate the out-of-
band energy, guard bands are introduced between the assigned bands to reduce the co-
channel interference. We will suppose that the total bandwidth available to the station is
W , which can support a total bit rate of R bits/second. For simplicity we neglect the effect
of the guard bands and assume that each station can transmit at a rate of R/M bits/second
on its assigned band. As shown in Figure 6.27, in FDMA a station uses a fixed portion of
the frequency band all the time. For this reason, FDMA is suitable for stream traffic
and finds use in connection-oriented systems such as cellular telephony where each call
uses a forward and reverse channel to communicate to and from a base station.

If the traffic produced by a station is bursty, then FDMA will be inefficient in its use
of the transmission resource. The efficiency can be improved by allocating a frequency
band to a group of stations in which each station generates bursty traffic. However,
because the stations are uncoordinated, they will also need to use a dynamic sharing
technique, that is, a medium access control, to access the given frequency band.
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6.4.2 TDMA

In time-division multiple access (TDMA) stations take turns making use of the
entire transmission channel. The stations periodically transmit in their appropriate
time slots for each TDMA cycle, as shown in Figure 6.28. Each station transmits
during its assigned time slot and uses the entire frequency band during its transmis-
sion. Thus each station transmits at R bits/second 1/M of the time for an average
rate of R/M bits/second. Each station spends most of the time accumulating frames
and preparing them for transmission in a burst during the assigned time slot. Unlike
the TDM system where multiplexing occurs in a single location, different stations in
different locations may experience different propagation delays in the TDMA system.
To allow for inaccuracy in the propagation delay estimate, guard times are required to
ensure that the transmissions from different stations do not overlap. Another source of
overhead in TDMA is a preamble signal that is required at the beginning of each time
slot to allow the receiver to synchronize to the transmitted bit stream.

In the basic form of TDMA, each station is assigned the same size time slot,
so each station has a channel with the same average bit rate. However, TDMA can
accommodate a wider range of bit rates by allowing a station to be allocated several
slots or by allowing slots to be variable in duration. In this sense TDMA is more flexible
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W

FIGURE 6.28 Time-division multiple access.
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than FDMA. Nevertheless, in TDMA the bit rate allocated to a station is static, and this
approach is not desirable for bursty traffic.

Similar to the system considered in Figure 6.21b (page 390), TDMA can be used
to connect to a base station or controller in two ways. In the FDD approach, one band
is used for communication in the “forward” direction from the base station to the
other stations. The second band is used for communications in the “reverse” direction
from the stations to the base station. Each station has an assigned time slot in the
forward channel to receive from the base station, as well as an assigned time slot to
transmit to the base station. Typically the slot assignments are staggered to allow a
station to divide its time between transmit and receive processing functions. Observe
that the forward direction simply involves TDM, since there is only one transmitter. In
the TDD approach, the base station and the other stations take turns transmitting over
the same shared channel. This approach requires the coordination of transmissions in
the forward and reverse directions. FDD requires that the frequency bands be allocated
ahead of time, and so it cannot be adapted to changes in the ratio between forward
and reverse traffic. TDD can more readily adapt to these types of changes. We will
see in Section 6.4.4 that TDMA is used with FDD in several digital cellular telephone
systems. TDMA is also used with TDD in cordless telephone systems for in-building
communications.

6.4.3 CDMA

Code-division multiple access (CDMA) provides another type of channelization tech-
nique. In TDMA and FDMA the transmissions from different stations are clearly sepa-
rated in either time or in frequency. In CDMA the transmissions from different stations
occupy the entire frequency band at the same time. The transmissions are separated by
the fact that different codes are used to produce the signals that are transmitted by the
different stations. The receivers use these codes to recover the signal from the desired
station.

Suppose that the user information is generated at R1 bits/second. As shown in
Figure 6.29, each user bit is transformed into G bits by multiplying the user bit value
(as represented by a +1 or a −1) by G “chip” values (again represented by +1s and
−1s) according to a unique binary pseudorandom sequence that has been assigned to
the station. This sequence is produced by a special code and appears to be random
except that it repeats after a very long period. The resulting sequence of +1s and −1s
is then digitally modulated and transmitted over the medium. The spreading factor G
is selected so that the transmitted signal occupies the entire frequency band of the
medium.4 Thus we have a situation in which a user transmits over all the frequency
band all the time. Other stations transmit in the same manner at the same time but use
different binary random sequences to spread their binary information.

4We warn the reader that the throughput term G in the discussion of ALOHA is different from the spreading
factor G in the discussion of spread spectrum systems. In situations where both terms arise, we suggest
using the term Gproc for the spread spectrum term.
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FIGURE 6.29 Code-division multiple access.

Let us see why this type of modulation works. Suppose that the spreading sequence
is indeed random and selected ahead of time by the transmitter and receiver by flipping
a fair coin G times. If the transmitter wants to send a +1 symbol, the modulator
multiplies this +1 by a sequence of G chip values, say, c1, c2, . . . , cG , each of which
takes on a +1 or −1 according to a random coin flip. When the signal arrives at the
receiver, the received signal is correlated with the known chip sequence; that is, the
arriving chips are multiplied by the known sequence c1, c2, . . . , cG , and the resulting
products are added. The resulting output of the correlator is c2

1 + c2
2 + · · · + c2

G = G,
since (−1)2 = (+1)2 = 1. Now suppose that another receiver attempts to detect the
sequence c1, c2, . . . , cG using another random chip sequence, say, d1, d2, . . . , dG . The
output of this correlator is c1d1 +c2d2 +· · ·+cGdG . Because each c j is equally likely to
have value +1 or −1 and each d j is also equally likely to have value +1 or −1, then each
product term is equally likely to be +1 and −1. Consequently, the average value of the
correlator output is 0. Indeed for large G, the vast majority of combinations of c j and d j

will result in approximately half the terms in the sum being +1 and the other half −1,
so the correlator output is almost always close to zero.5 In conclusion, if the receiver
uses the correct chip sequence then the correlator output is G; if it uses some other
random chip sequence, then the correlator output is a random number that is usually
close to zero. Thus as the value of G is increased, it becomes easier for the receiver
to detect the signal. Consequently, it becomes possible to decrease the amplitude (and
lower the power) of the transmitted signal as G is increased.

5The probability that there are k appearances of +1s in a sequence is the probability that there are k heads
in G tosses of a fair coin. This probability is given by the binomial distribution.
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The preceding discussion requires each transmitter and receiver pair to select very
long random chip sequences ahead of time before they communicate. Clearly this
approach is impractical, so an automated means of generating pseudorandom sequences
is required. The shift-register circuits that we introduced when we discussed error-
detection codes can be modified to provide these sequences. Figure 6.30 shows such
a circuit. If the feedback taps in the feedback shift register are selected to correspond
to the coefficients of a primitive polynomial, then the contents of the shift register will
cycle over all possible 2n − 1 nonzero states before repeating. The resulting sequence
is the maximum length possible and can be shown to approximate a random binary
sequence in the sense that shifted versions of itself are approximately uncorrelated.
Thus these sequences are suitable for spread spectrum communications.

In Chapter 3 we showed that transmitted signals can occupy the same frequency
band and can still be separated by a receiver. In particular, in QAM modulation a sine
and cosine can be used to produce signals that occupy the same frequency band but that
can be separated at the receiver. In CDMA the spreading sequences that are used by
the stations are approximately uncorrelated so that the correlators at the receiver can
separate the signals from different transmitters. Thus to receive the information from
a particular station, a receiver uses the same binary spreading sequence synchronized
to the chip level to recover the original information, as shown in Figure 6.29. In the
case of QAM modulation, the original signal could be recovered exactly. In the case
of CDMA, the signals from the other stations appear as residual noise at the receiver.
From time to time the correlator output will yield an incorrect value, so error-correction
coding needs to be used. Nevertheless, low error rates can be attained as long as the
residual noise is kept below a certain threshold. This situation in turn implies that the
number of active transmitters needs to be kept below some value.

In our analysis of the correlator output, we assumed that the signal level for each
received signal was the same at a given receiver. This is a crucial assumption, and
in order to work properly, CDMA requires all the signals at the receiver to have ap-
proximately the same power. Otherwise, a powerful transmission from a nearby station
could overwhelm the desired signal from a distant station, which is called the near-far
problem. For this reason CDMA systems implement a power control mechanism that
dynamically controls the power that is transmitted from each station.

Figure 6.31 shows how CDMA can be viewed conceptually as dividing the trans-
mission medium into M channels in “codespace.” Each channel is distinguished by its
spreading sequence. Unlike FDMA and TDMA, CDMA provides a graceful trade-off
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between number of users and residual interference. As the number of users is in-
creased, the residual interference that occurs at the receiver increases. Unlike FDMA
and TDMA, CDMA degrades only gradually when the channels begin to overlap; that
is, the interference between channels becomes evident through a gradual increase in
the bit error rate. This behavior provides the system with flexibility in terms of how to
service different types of traffic, for example, allow higher error rate for voice traffic
but provide more error correction for data traffic.

The set of spreading codes that are to be used for different channels must be selected
so that any pair of spreading sequences will have low cross-correlation. Otherwise, the
correlator in the receiver in Figure 6.29 will not always be able to separate transmissions
from stations using these codes.6 In the discussion so far we have assumed that the
transmissions from the stations are not synchronized. We will now show that when it
is possible to synchronize transmissions for the different channels, then it is possible
to eliminate the interference between channels by using orthogonal sequences in the
spreading. This situation is possible, for example, in the transmission from a base station
to the different mobile stations. It is also possible when a mobile station sends several
subchannels in its transmissions back to the base. We will use a simple example to
show how this is done.

EXAMPLE Orthogonal Spreading by Using Walsh Functions

Suppose that a four-station system uses the following four orthogonal spreading se-
quences to produce four channels: {(−1, −1, −1, −1), (−1, 1, −1, 1), (−1, −1, 1, 1),
and (−1, 1, 1, −1)}. These sequences are examples of the Walsh orthogonal functions.
To transmit an information bit, a station converts a binary 0 to a −1 symbol and a binary
1 to a +1 symbol. The station then transmits the symbol times its spreading sequence.
Thus station 2 with code (−1, 1, −1, 1) transmits a binary 0 as (1, −1, 1, −1) and a 1
as (−1, 1, −1, 1).

6See [Stüber 1996, Chapter 8] or [Gibson 1999, Chapter 8] for a discussion on the selection of spreading
sequences.
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FIGURE 6.32 Example of orthogonal coding for channelization.

Now suppose that stations 1, 2, and 3 transmit the following respective binary
information sequences: 110, 010, and 001. Figure 6.32 shows how these binary infor-
mation bits are converted into symbols, how the orthogonal spreading is applied, and
the resulting individual channel signals as well as the aggregate signal.

Figure 6.33 shows how the signal from channel 2 is recovered from the aggregate
signal. The receiver must be synchronized to the time slot that corresponds to each sym-
bol. The receiver then multiplies the aggregate signal by the four chip values of the
spreading code for channel 2. The resulting signal is then integrated. Each integrated
signal gives either +4 or −4, depending on whether the original symbol was +1 or −1.
The same procedure can be used to recover the signals for channels 1 and 3. It should
also be noted that if we try to recover the channel 2 signal with the spreading sequence
for channel 4 (−1, 1, −1, 1), we will obtain zero for each integrated period, indicating
that no signal from channel 4 was present.

We also emphasize that the bit transmission times for the different channels must
be aligned precisely. An error of a fraction of a single chip period can cause the receiver
to fail.
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FIGURE 6.33 Example of channel signal recovery using orthogonal
coding.

The preceding example shows that when orthogonal sequences are used for spread-
ing then the signal for each channel can be recovered from the aggregate signal without
any interference from the other channel signals. The reason for this behavior is in the
orthogonality property itself. Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be
two spreading sequences. We say that the two sequences are orthogonal if their inner
product (also called the dot product) is zero:

a ∗ b =
∑

a j b j = a1b1 + a2b2 + · · · + anbn = 0 (6.19)
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Because the spreading sequences consist of +1s and −1s, we have

a ∗ a =
∑

a2
j = a2

1 + a2
2 + · · · + a2

n = n (6.20)

and

b ∗ b =
∑

b2
j = b2

1 + b2
2 + · · · + b2

n = n (6.21)

Now suppose that we transmit a binary 0 in the a channel and a binary 1 in
the b channel, then the signal in the a channel is −a = −(a1, a2, . . . , an), and the
signal in the b channel is b = (b1, b2, . . . , bn), so the aggregate channel signal is
r = (r1, r2, . . . , rn) = (−a1 + b1, −a2 + b2, . . . , −an + bn) = −a + b. When a
receiver attempts to recover the a channel, the receiver multiplies the j th received chip
r j by a j and then integrates, or adds, the terms over all j :∑

a jr j = a1r1 + a2r2 + · · · + anrn = a ∗ r = a ∗ (−a + b)

= −a ∗ a + a ∗ b = −n + 0 = −n (6.22)

Therefore, the receiver will conclude that the symbol in channel a was −1 and the
information bit was 0. Similarly, if a receiver tries to detect channel b, the receiver will
obtain ∑

b jr j = b1r1 + b2r2 + · · · + bnrn = b ∗ r = b ∗ (−a + b)

= −b ∗ a + b ∗ b = 0 + n = n (6.23)

and so the receiver will conclude that the symbol and information bit in channel b were
+1 and 1, respectively.

The Walsh-Hadamard matrix provides orthogonal spreading sequences of length
n = 2m . These matrices have binary coefficients and are defined recursively

W1 = [0]

W2n =
[

Wn Wn

Wn Wc
n

] (6.24)

where Wc
n is obtained by taking the complement of the elements of Wn. Figure 6.34

W1 � W2 � W4 �0
0 0
0 1

0 0 0 0
0 1 0 1
0 0 1 1
0 1 1 0

W8 �

0 0 0 0 0 0 0 0
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 1 1 0 0 1 1 0
0 0 0 0 1 1 1 1
0 1 0 1 1 0 1 0
0 0 1 1 1 1 0 0
0 1 1 0 1 0 0 1

FIGURE 6.34 Construction of
Walsh-Hadamard matrices.
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shows the construction of the Walsh-Hadamard matrices with n = 2, 4, 8. The n rows
of a Walsh-Hadamard matrix provide a set of n orthogonal spreading sequences by
replacing each 0 by a −1 and each 1 by a +1. Note from the figure that not all spreading
sequences alternate quickly between +1 and −1. These sequences will not produce a
transmitted signal that is spread over the available spectrum. For this reason the purpose
of using Walsh sequences is primarily to provide channelization. In practice additional
spreading using other sequences is combined with Walsh sequences. The resulting
spread signal is robust with respect to multipath fading and interference in general.

6.4.4 Channelization in Telephone Cellular Networks

In this section we give an overview of how FDMA, TDMA, and CDMA channelization
techniques have been implemented in various telephone cellular networks.

ADVANCED MOBILE PHONE SYSTEM AND IS-54/IS-136
The Advanced Mobile Phone System (AMPS), which was developed in the United
States, is an example of a first-generation telephone cellular system. The system had
an initial allocation of 40 MHz that was divided between two service providers (A and
B) as shown in Figure 6.35. The allocation was later increased to 50 MHz as shown
in the figure. AMPS uses FDMA operation for transmission between a base station
and mobile stations. One band is used for forward channels from the base station to
the mobile stations and the other band is used for reverse channels from the mobile
stations to the base station. Each channel pair is separated by 45 MHz. AMPS uses
analog frequency modulation to send a single voice signal over a 30 kHz transmission
channel. Thus the 50 MHz allocation provides for (50 × 106)/(2 × 30 × 103) = 832
two-way channels. Of these channels 42 are set aside for control purposes, such as
call setup, and the remainder are used to carry voice traffic. AMPS uses a seven-cell
frequency reuse pattern so only one-seventh of the channels is available in a given cell. A
measure of the spectrum efficiency in a cellular system is the number of calls/MHz/cell
that can be supported. For AMPS each service provider has 416 − 21 traffic channels
that are divided over seven cells and 25 MHz, thus

Spectrum efficiency for AMPS = 395/(7 × 25) = 2.26 calls/cell/MHz (6.25)

(a)

(b)
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824
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849
MHz

845
MHz
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A B
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A B
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FIGURE 6.35 AMPS frequency allocation and channel structure: (a) initial allocation;
(b) extended allocation.
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FIGURE 6.36 IS-54 TDMA structure.

The success of the cellular telephone service led to an urgent need to increase the
capacity of the systems. This need was met through the introduction of digital trans-
mission technologies. The Interim Standard 54/136 (IS-54, IS-136) was developed
in North America to meet the demand for increased capacity. IS-54 uses a hybrid chan-
nelization technique that retains the 30 kHz structure of AMPS but divides each 30 kHz
channel into several digital TDMA channels. This approach allows cellular systems to
be operated in dual mode, AMPS and TDMA. Each 30 kHz channel carries a 48.6 kbps
digital signal organized into six-slot cycles as shown in Figure 6.36. Each cycle has a du-
ration of 40 ms, and each slot contains 324 bits. Thus each slot corresponds to a bit rate
of 324 bits/40 ms = 8.1 kbps. Typically a full-rate channel consisting of two slots per
cycle, and hence 16.2 kbps, is used to carry a voice call.7 Thus IS-54 supports three dig-
ital voice channels in one analog AMPS channel. Half-rate channels (8.1 kbps), double
full-rate channels (32.4 kbps), and triple full-rate channels (48.6 kbps) are also defined.
Note that the time slots in the forward and reverse directions are offset with respect to
each other to allow a mobile station to operate without having to transmit and receive
at the same time. The 30 kHz spacing and hybrid TDMA/FDMA structure is also used
in the 1.9 GHz PCS band. Interim Standard 136 is a revision of IS-54 that takes into
account the availability of fully digital control channels.

To calculate the spectrum efficiency of IS-54, we note that the 416 analog channels
available provide 3 × 416 = 1248 digital channels. If we suppose that 21 of these
channels are used for control purposes and that the frequency reuse factor is 7, then we
have

Spectrum efficiency of IS-54 = 1227/(7 × 25) = 7 calls/cell/MHz (6.26)

GLOBAL SYSTEM FOR MOBILE COMMUNICATIONS
The Global System for Mobile Communications (GSM) is a European standard for
cellular telephony that has gained wide acceptance. GSM was designed to operate in
the band 890 to 915 MHz for the reverse channels and the band 935 to 960 MHz for
the forward channel (see Figure 6.37a). Initially the upper 10 MHz of this band was
used for GSM, and the other portion of the band is used for existing analog services.
The GSM technology can also be used in the PCS bands, 1800 MHz in Europe and
1900 MHz in North America.

7The actual bit rate for a voice signal is about 13 kbps, since only 260 of the 324 bits carry data.
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FIGURE 6.37 (a) GSM channel structure; (b) GSM TDMA structure.

GSM uses a hybrid TDMA/FDMA system. The available frequency band is divided
into carrier signals that are spaced 200 kHz apart. Thus the 25 MHz bandwidth can
support 124 one-way carriers. Each base station is assigned one or more carriers to use
in its cell. Each carrier signal carries a digital signal that provides traffic and control
channels. The carrier signal is divided into 120 ms multiframes, where each multiframe
consists of 26 frames, and each frame has eight slots as shown in Figure 6.37b. Two
frames in a multiframe are used for control purposes, and the remaining 24 frames carry
traffic. In GSM the slots in the frames in the reverse direction lag the corresponding
slots in the forward direction to allow the mobile station to alternate between receive
and transmit processing.

A full-rate traffic channel uses one slot in every traffic frame in a multiframe.
Therefore, the bit rate of a full-rate channel is

Traffic channel bit rate = 24 slots/multiframe × 114 bits/slot
× (1 multiframe/120 ms) = 22,800 bps (6.27)

A substantial number of bits are used to provide error correction for voice calls.
The full-rate traffic channel actually carries a digital voice signal that is 13 kbps, prior to
the addition of error-correction bits. The hefty error-correcting capability allows GSM
to operate with a frequency reuse factor of 3 or 4. If we assume 124 carriers in the
50 MHz band, then we obtain a total of 124 × 8 = 992 traffic channels. Assuming a
frequency reuse factor of 3, we then have

Spectrum efficiency of GSM = 992/(3 × 50) = 6.61 calls/cell/MHz (6.28)

The higher frequency reuse factor allows GSM to achieve a spectrum efficiency close
to that of IS-54.
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EXAMPLE General Packet Radio Service (GPRS)

GPRS is an enhancement of the GSM network architecture to allow mobile stations to
connect to IP or other packet networks. The medium access control in GPRS uses the
following channels: a packet random access channel is used by mobile stations to
initiate packet transfers; a packet access grant channel is used to send a grant to a
mobile station prior to the packet transfer; and a packet data traffic channel is used to
transfer the packet. When a mobile station has a packet to send, the station uses slotted
ALOHA access to send a reservation request in the packet random access channel. The
base station sends a notification to the successful mobile station indicating a channel
allocation for the packet transmission. The mobile station then transmits the packet on
the allocated packet data traffic channel. The transmission of packets from the base
to the mobile is simpler. The base transmits a notification to the mobile indicating
the channel for a pending packet transmission and the mobile monitors the indicated
channel and receives the packet. Note that there is contention in the uplink from the
mobile to the base, but there is no contention in the downlink from the base to the
mobile.

IS-95
The Interim Standard 95 (IS-95) is a second standard developed in North America
to meet the demand for increased capacity. IS-95 is based on spread spectrum com-
munication, which represents a very different approach to partitioning the available
bandwidth. Spread spectrum communication introduces into cellular communication
new features that provide higher voice quality and capacity than IS-54 TDMA systems.
IS-95 systems can operate in the original AMPS frequency bands as well as in the
1900 MHz PCS bands.

IS-95 supports dual-mode operation with AMPS. Each channel signal is spread
into a 1.23 MHz band, so the conversion of spectrum of AMPS to IS-95 must be done
in chunks of 41 AMPS channel × 30 kHz/channel = 1.23 MHz. Recall that each service
provider has 12.5 MHz of bandwidth, so these chunks represent about 10 percent of
the total band.

For reasons that will become apparent IS-95 requires that all base stations be
synchronized to a common clock. This synchronization is achieved by using the Global
Positioning System (GPS), which is a network of satellites that can provide accurate
timing information to a precision of 1 microsecond. In addition, all base stations use a
common short code pseudorandom sequence in the spreading of signals and in the
production of pilot signals that are used in the forward channel as well as in the handoff
between cells.8 All the base stations transmit the same sequence that is produced by
this short code, but each base station has a unique phase or timing offset of the signal.
The use of the same sequence reduces the task of synchronizing to this pilot signal.

In IS-95 the forward and reverse direction use different transmission techniques.
First we consider the transmission in the forward direction, from the base station to the

8The short code produces a pseudorandom sequence that repeats every 215 − 1 chip times, which translates
into 80/3 = 26.667 ms at the 1.2288 MHz spreading rate.
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FIGURE 6.38 IS-95 modulator for forward channel.

mobile stations. The IS-95 supports a basic user information bit rate of 9600 bps. After
error-correction coding and interleaving, a 19,200 bps binary sequence is produced that
is converted into a symbol sequence of +1s and −1s. This 19,200 symbol/second stream
is then multiplied by a 19,200 symbol/second stream that is derived by taking every 64th
symbol from a long code pseudorandom sequence that depends on the user electronic
serial number (ESN) and operates at 1.2288 Msymbol/second as shown in Figure 6.38a.9

Each symbol in the resulting 19,200 symbol/second sequence is then multiplied by a
64-chip Walsh orthogonal sequence that corresponds to the given channel. Because
the base station simultaneously handles the transmissions to all the base stations, it can
synchronize its transmissions so that the signals to the different channels are orthogonal.
This feature allows the receivers at the mobile stations to eliminate interference from the
transmissions that are intended for other stations in the cell as discussed in Section 6.4.3.
The chip rate of the resulting signal is 19,200 × 64 = 1.2288 Mchips/second. Note that
in the forward channel the spreading is divided into two parts: the first part is provided
by the channel-specific Walsh sequences; the second part is provided by the spreading
sequence provided by the short code. The symbol sequence that results from the Walsh
spreading is spread by using the short code and is then modulated using QPSK, a form
of QAM with four constellation points.

9The long code repeats every 242 − 1 chips, which translates into every 41.4 days.
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FIGURE 6.39 IS-95 modulator for reverse channel.

The all-zeros Walsh sequence is not used as a traffic channel but is reserved to
produce a pilot channel as shown in Figure 6.38b. The pilot signal is received by all
mobile stations, and it is used to recover the timing information required to demodulate
the received signal. Note in particular that the pilot signal enables the receiver to
synchronize to the short code sequence of the signal that arrives from a base station.
A mobile station can also detect the pilot signal from more than one base station and
then can compare these signals and decide to initiate a soft handoff procedure during
which the mobile station can receive and transmit to two base stations simultaneously
while moving from one cell to another.

Once a mobile station has synchronized to the short code spreading sequence,
the station can synchronize to the phase of the carrier to recover the Walsh spread
sequence. The correlator detector introduced in the Section 6.4.3 then produces the
scrambled information sequence, which is then descrambled to produce the original
9600 bps information signal. IS-95 can accommodate user bit rates of 4800, 2400,
and 1200 bps by simply repeating a user information bit several times. For example,
a 4800 bps rate is handled by repeating each information bit twice and feeding the
resulting 9600 bps stream into the system. An option for bit rates in the set {14400,
7200, 3600, and 1800} bps is available by changing the type of error-correction coding.

In the forward channel the pilot signal is “affordable” because the synchronization
required for orthogonal spreading (and channelization) is possible at the base station and
because it greatly simplifies the job of the mobile receivers. The situation is different
in the reverse channel. Here it is not feasible to synchronize the transmissions of
the many mobile stations, so orthogonal spreading is not possible. Consequently, the
more conventional spread spectrum transmission technique based on nonorthogonal
spreading sequences is implemented in the reverse channel.

As shown in Figure 6.39 the transmitter in the mobile station takes a basic 9600 bps
user information sequence and applies error-correction coding, interleaving, and mod-
ulation to produce a 307,200 symbol/second sequence that consists of +1s and −1s.10

This sequence is spread by a factor of 4 by multiplying it by the 1.2288 Msymbol/
second sequence produced by the station’s long code spreading sequence. This sequence

10A confusing point here is that the coding/modulation uses a code that maps blocks of six binary sym-
bols into strings of 64-symbol Walsh sequences. The role of the Walsh sequences here is to facilitate
“noncoherent” detection, not to produce orthogonal channels. See [Viterbi 1995, Section 4.5].
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is subsequently multiplied by the short code sequence that is common to all stations in
the cell and then modulated using QPSK. The base station detects the spread spectrum
signals from its various mobile stations in the usual manner. Note that, in principle, the
reverse channel can produce up to 242 − 1 code channels, one for each of its possible
phases. In fact at most 63 such channels are active in a cell at any given time.

The CDMA approach to cellular communications is clearly very different from
either TDMA or FDMA. It did not fit the conventional mode of doing things, and so
not surprisingly the calculation of spectrum efficiency proved to be quite controversial.
The first major difference is that CDMA can operate with a frequency reuse factor of
1. Recall that TDMA and FDMA operate with a reuse factor of 7; that is, only one-
seventh of the channels can be used in a given cell. This reuse factor is required to
control the amount of interference between stations in different cells. The use of spread
spectrum transmission greatly reduces the severity of intercell interference. The signals
that arrive at any base station, whether from mobile stations from its cell or elsewhere,
are uncorrelated because the associated transmitters use different long code spreading
sequences. The signals that arrive at a mobile station from different base stations are
also uncorrelated, since they all use the same short code sequence but with different
phase. These features lead to the frequency reuse factor of 1.

An additional factor that contributes to the efficiency of CDMA is its ability to
exploit variations in the activity of the users. For example, silence intervals in speech
are exploited by reducing the bit rate, say, from 9600 bps to 1200 bps. In effect this
step increases the spreading factor G by a factor of 8, so the transmitted power can
be reduced. The lower power in turn reduces the interference that is caused to other
receivers and thus makes it possible to handle more calls. [Goodman 1997] develops a
simplified analysis of spectrum efficiency and arrives at the following bounds:

12.1 calls/cell/MHz < spectrum capacity of IS-95 < 45.1 calls/cell/MHz (6.29)

Even the lower bound is substantially larger than the spectrum efficiencies of
IS-54 or GSM. IS-95, IS-54, and GSM are considered examples of second-generation
cellular systems. The third-generation cellular system will provide higher bit rates and
support a broader range of services. CDMA has been selected as the technology for
third-generation systems.

1G, 2G, 3G, 2.5G . . .
Cellular telephone networks evolved quickly from first-generation systems (AMPS)
to the current second-generation systems such as GSM, IS-136, and IS-95. The
auctioning of new spectrum for wireless services in Europe and the rapid growth
of Internet-based services led to unrealistic expectations for a rapid emergence of
3G systems. It has become apparent that the transition to 3G will be gradual and
that the ideal situation of a single global standard will not materialize. Nevertheless
certain trends in technology and service evolution have become quite clear.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


6.5 Delay Performance of MAC and Channelization Schemes 415

First, the wild success of Short Message Service (SMS) made it amply clear
that wireless services need to cater more closely to the requirements of data transfer.
SMS is the capability of digital cell phones to transfer short text messages up to
160 characters in length. Both inexpensive and convenient, SMS took off first in
Asia and Europe and later in North America. The proliferation of PDAs and laptops
drive new demand for wireless access to the Internet. In terms of technology, these
trends indicate that wireless access must abandon its circuit-switched origins and
become packet-based to provide the desired degree of flexibility. Wireless access
will continue to support voice service and so the next generation of medium access
controls will need to provide quality of service to support not only voice and data
but also the soon/eventually-to-follow multimedia services.

Second, significant new spectrum has become available for 3G services but this
spectrum has been obtained by service providers at very high cost. Spectrum will
remain expensive and wireless systems will continue to place a premium on capac-
ity and bandwidth efficiency. It is no surprise then that all of the contenders for 3G
wireless access standards are based on CDMA. In North America and Korea, the
cdma2000 standard uses CDMA on multiple 1.25 MHz carriers and is backward
compatible with IS-95. In the rest of the world, two wideband CDMA (W-CDMA)
standards operate on 5 MHz carriers. One standard uses direct sequence spreading
and operates in FDD mode. The other standard uses TDD mode to allocate slots
individually in either the uplink or downlink thus providing more flexibility in al-
locating the bandwidth to users. A synchronous version of the latter standard is
being promoted in China. Clearly we can expect multiple standards to continue to
coexist.

◆ 6.5 DELAY PERFORMANCE OF MAC
AND CHANNELIZATION SCHEMES11

In Chapter 5 we introduced performance models for assessing the delay and
throughput performance of statistical multiplexers that allow multiple streams of pack-
ets to share a common transmission line. In the previous sections we have introduced a
number of MAC protocols and channelization schemes that are used to share a broadcast
medium among a community of users. A MAC protocol and a statistical multiplexer are
similar in that the purpose of both is to share a transmission resource. A MAC protocol,
however, is fundamentally different in the need to coordinate the transmissions into the
shared medium by physically separate stations. We have already discussed the impact
of delay-bandwidth product on the maximum throughput that can be achieved by a
MAC protocol and by a channelization scheme. In this section we present performance
models for assessing the frame transfer delay performance.

11This section builds on the packet multiplexing material presented in Section 5.7.
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We use the modeling framework that was introduced in Section 5.7. In partic-
ular we assume that frames arrive according to a Poisson arrival process with rate
λ frames/second. We usually assume that frames are of constant length with trans-
mission time X seconds/frame. The performance of a statistical multiplexer for this
situation is given by the M/D/1 model, which we will use as a benchmark for the
performance of the various MAC and channelization schemes.

6.5.1 Performance of Channelization Techniques
with Bursty Traffic

First we compare the delay performance of FDMA, TDMA, and CDMA in the direction
from remote stations to a central site. We show that channelization techniques are not
effective in dealing with bursty traffic.

We suppose that each of the M stations that is connected to the transmission medium
has its own buffer and is modeled as a separate multiplexer. We assume that frames
arrive at each station with exponential interarrival times with mean λ/M frames/second.
We also assume that the frames are always L bits long and that the time to transmit a
frame at the full rate of the medium R bps is X = L/R seconds. We assume that for
FDMA the transmission rate available to one station is R/M , and so the transmission
time of one frame is M X seconds. For TDMA a station gets access to the entire
bandwidth 1/M of the time, so its average transmission rate is R/M time units/second.
We assume that CDMA transmits at a constant rate and does not exploit variations in the
activity of the information. In this case the multiplexer in the CDMA behaves in the same
way as the FDMA station. Therefore, we focus on FDMA and TDMA after this point.

Figure 6.40 shows the sequence of transmissions as observed by a single station in
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FIGURE 6.40 Comparison of (a) FDMA/CDMA and (b) TDMA where M = 3.
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a system with M = 3 stations and assuming X = 1. In the FDMA system we assume
that the transmissions in each channel are slotted. Therefore, the transmissions consist
of a sequence of slots that are three time units long, as shown in the figure. When a
frame arrives at a given station, the frame must wait for the transmission of all frames
in the queue. If a frame arrives to an empty system, the frame must still wait until the
beginning of the next slot. Thus our frame arrival in Figure 6.40a must wait till the
beginning of the next time slot at t = 0 and then for the transmission of the two frames
in the queue. Finally, at time t = 6 our frame begins transmission that is completed at
time t = 9.

Figure 6.40b also shows the transmissions as viewed by a station in the TDMA
case. Here the station transmits at the full rate for one slot out of the M slots in the
frame. A frame that arrives at a station must wait for the transmission of all frames in
the queue. Note that each such frame found in queue implies M time units of waiting
time to the arriving frame. Thus a frame that arrives at the same time as in part (a) would
have to wait until the beginning of the next cycle at t = 0 and then for the transmission
of the two frames it found in queue. At time t = 6 our frame enters service. In TDMA
the frame is transmitted at full speed, so the frame finishes transmission at t = 7. The
last frame transmission time is the main difference between the TDMA and FDMA
systems.

This example shows that the TDMA and FDMA systems have the same time
Taccess from when a frame arrives at a station to when the frame begins transmission.
The access time Taccess has two components in delay: (1) the time τ0 until the beginning
of the next cycle and (2) the time W waiting for the frames found in queue upon arrival.
In Appendix A, Equation (A.61), we show that the average access time is given by

E[Taccess]

X
= M

2
+ ρM

2(1 − ρ)
(6.30)

where the first term is E[τ0] and the next term is E[W ]. The term ρ is called the
load of a station and is defined by ρ = arrival rate at a station × transmission time =
(λ/M)(M X) = λX .

The total frame delay in each station is obtained by adding the frame transmission
time to the average access time. For FDMA the frame transmission time is M X , and
so the total normalized frame delay is

E[TFDMA]

X
= ρM

2(1 − ρ)
+ M

2
+ M (6.31)

For TDMA the frame transmission time is X , and so the average total frame delay
is

E[TTDMA]

X
= ρM

2(1 − ρ)
+ M

2
+ 1 (6.32)

Thus we see that TDMA outperforms FDMA because of the faster frame trans-
mission time. In particular, for low values of ρ the FDMA delay is larger by M − 1
frame times. However, both TDMA and FDMA have the undesirable feature that the
average total frame delay grows with the number of stations M. As ρ approaches 1, both
TDMA and FDMA have delays that are proportional to M. In this respect both TDMA
and FDMA compare poorly to an ideal system that would combine all the traffic from
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the stations into one multiplexer and transmit always at the full rate R. Such a system
corresponds to the M = 1 case. The total load in such a combined system would be
ρ = λX, and so the average delay in such an ideal system would be

E[TTDM]

X
= ρ

2(1 − ρ)
+ 1

2
+ 1 (6.33)

Figure 6.26 shows the average delay for TDMA as the number of stations is varied.
The M = 1 case gives the performance of an ideal statistically multiplexed system
and the poorer delay performance with increasing M is clearly evident. Next we will
consider MAC scheduling protocols and we will see how they deal with the scalability
problem of increasing M .

6.5.2 Performance of Polling and Token Ring Systems

Consider the polling system in Figure 6.22. The total delay incurred by a frame from
the instant when it arrives at a station to when its transmission is completed has the
following components: (1) The frame must first wait for the transmission of all frames
that it finds ahead of it in queue. (2) The frame must also wait for the time that must
elapse from when it arrives at the station to when the station is polled. (3) The frame
must be transmitted, requiring X seconds. (4) Finally, the frame must propagate from its
station to the receiving station. If we assume frame arrivals have exponential interarrival
times and constant length, then the total frame delay is

E[T ] = ρ

2(1 − ρ)
X + τ ′(1 − ρ/M)

2(1 − ρ)
+ X + τaverage (6.34)

where each term in the equation corresponds to the delay component in the preceding
list and where τaverage is the average time required for a frame to propagate from the
source station to the destination station [Bertsekas 1992, p. 201]. The total frame delay
normalized to X is then

E[T ]

X
= ρ

2(1 − ρ)
+ a′(1 − ρ/M)

2(1 − ρ)
+ 1 + τaverage

X
(6.35)

In the preceding expression, a′ is the ratio of the total walk time to the service time.
Neither the average waiting time (the first term) or the transmission time (the third
term) is proportional to M . The only dependence on M is through a′ = Mt′/X and
ρ/M . Figure 6.41 shows the average frame delay for a polling system with M = 32
stations and for a′ = 0, 0.5, 1, 5, 10. As long as a′ is less than 1, the average frame
delay does not differ significantly from that of an ideal statistical multiplexer system,
which in this case corresponds to the M/D/1 system described in Section 5.5.1. This is
a clear improvement over channelization schemes.

Next we compare the average waiting time incurred by frames in several variations
of token ring. The mean frame transfer delay is obtained by adding a frame transmission
time to the average waiting time. These waiting time results are taken from [Bertsekas
1992]. The following expressions assume that the frame transmission time X includes
the time required to transmit the token. The normalized mean waiting time for a token
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frame delay for polling,
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ring in which there is no limit on the number of frame transmissions/token is given by

E[W ]

X
= ρ

2(1 − ρ)
+ a′(1 − ρ/M)

2(1 − ρ)
(6.36)

Note that this corresponds to the average frame delay expression presented earlier for
polling systems.

Figure 6.42 shows the mean waiting time for the system with M = 32 stations
and unlimited service/token. It can be seen that when the normalized ring latency a′ is
less than 1, the system performance does not differ significantly from that of an ideal
statistical multiplexer system. As a′ becomes much larger than 1, the average waiting
time can be seen to increase significantly.

Now consider a token ring in which there is a limit of one frame/token and in which
token reinsertion is done according to the multitoken operation. The normalized mean
waiting time for the token ring is given by [Bertsekas 1992, p. 201]:

E[W ]

X
= ρ + a′(1 + ρ/M)

2
(
1 − (

1 + a′
M

)
ρ
) (6.37)
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Note that the mean waiting time grows without bound as ρ approaches 1/(1 + a′/M),
which agrees with our previous result for the maximum normalized throughput ρmax in
Equation (6.15).

Figure 6.43 shows the mean waiting time for a system that places a limit of one
frame transmission/token and uses multitoken operation. The number of stations is
assumed to be M = 32. Recall that the multitoken operation reinserts the free token in
the minimum time possible. When the normalized ring latency is less than 0.1, the mean
waiting time does not differ significantly from that of an ideal statistical multiplexer
system. However, as a′ increases, the maximum throughput decreases. For example,
when a′ = 10, the maximum throughput is 0.76. The figure shows that this results in
increased waiting times at lighter loads.

Finally, consider a token ring in which there is a limit of one frame/token and in
which the token reinsertion is done according to the single-frame operation. The mean
waiting time is [Bertsekas 1992, p. 202]:

E[W ]

X
= ρ(1 + 2a′ + a′2) + a′(1 + ρ

M (1 + a′)
)

2
(
1 − (

1 + a′(1 + 1
M

))
ρ
) (6.38)

Note again that the mean waiting time grows without bound as ρ approaches 1/

(1 + a′(1 + 1/M)), in agreement with our previous result for ρmax in Equation (6.17).
Figure 6.44 shows the waiting time for a token ring with a limit of one frame

transmission/ token and single-frame operation. In this case the free token is not rein-
serted until after the entire frame is received back at a station. Again the number of
stations is M = 32. It can be seen that the mean waiting time for this system is much
more sensitive to the normalized ring latency. Performance comparable to an ideal sta-
tistical multiplexer system is possible only when a′ < 0.01. The maximum throughput
decreases rapidly with increasing a′ so that by the time a′ = 1, the maximum through-
put is only 0.47. A comparison of Figure 6.43 and Figure 6.44 shows how multitoken
operation is essential when the normalized ring latency becomes much larger than 1.

The preceding results for mean waiting time do not include the case of single-token
operation. From Figure 6.25 we know that for a′ < 1, the mean waiting times are the
same as for a system with multitoken operation. On the other hand, as a′ becomes much
larger than 1, the system behaves like a system with single-frame operation.
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6.5.3 Random Access and CSMA-CD

The analysis of the delay performance of random access systems is quite involved
because of the complex interactions between users through collisions in the channel.
Each analysis of a random access system must first deal with modifications to stabilize
the behavior of the system. We refer the reader to [Bertsekas] for detailed analyses of
random access systems.

We use the following complicated expression from [Schwartz 1987] for the average
delay in a CSMA-CD system for the case of constant frame lengths

E[T ]

X
= ρ

1 + (4e + 2)a + 5a2 + 4e(2e − 1)a2

2{1 − ρ(1 + (2e + 1)a)}

+ 1 + 2ea −
(1 − e−2aρ)

(
2
ρ

+ 2ae−1 − 6a
)

2(e−ρe−ρa−1 − 1 + e−2ρa)
+ a

2
(6.39)

Equation 6.39 is used to demonstrate the impact of a on the delay performance in
CSMA-CD shown in Figure 6.51. As expected, the transfer delay performance of
CSMA-CD is good as long as a is much less than 1.

PART II: Local Area Networks

6.6 LAN PROTOCOLS

In Chapter 1 we noted that the development of LANs was motivated by the need to
share resources and information among workstations in a department or workgroup.
We also noted that the requirements for LANs are different than those in a wide area
or in a public network. The short distances between computers imply that low-cost,
high-speed, reliable communications is possible. The emphasis on low cost implies
a broadcast network approach that does not use equipment that switches information
between stations. Instead, the stations cooperate by executing a MAC protocol that
minimizes the incidence of collisions in a shared medium (e.g., a wire).
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In this section we discuss general aspects of LAN standards. Most LAN stan-
dards have been developed by the IEEE 802 committee of the Institute of Electrical
and Electronic Engineers (IEEE), which has been accredited in the area of LANs by
the American National Standards Institute (ANSI). The set of standards includes the
CSMA-CD (Ethernet) LAN and the token-passing ring LAN. It also includes the defi-
nition of the logical link control, which places LANs within the data link layer of the
OSI reference model.

6.6.1 LAN Structure

The structure of a typical LAN is shown in Figure 6.45a. A number of computers and
network devices such as printers are interconnected by a shared transmission medium,
typically a cabling system, which is arranged in a bus, ring, or star topology. The
cabling system may use twisted-pair cable, coaxial cable, or optical fiber transmission
media. In some cases the cabling system is replaced by wireless transmission based on
radio or infrared signals. The Ethernet bus topology using coaxial cable is shown in
Figure 6.45a. LAN standards define physical layer protocols that specify the physical
properties of the cabling or wireless system, for example, connectors and maximum
cable lengths, as well as the digital transmission system, for example, modulation, line
code, and transmission speed.

The computers and network devices are connected to the cabling system through
a network interface card (NIC) or LAN adapter card (Figure 6.45b). For desktop
computers the NIC is inserted into an expansion slot or built into the system. Laptop

(a)

(b)

RAM

RAM
ROM

Ethernet
processor

FIGURE 6.45 (a) Typical LAN structure and (b) network
interface card.
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computers typically use the smaller PCMCIA card, which is inserted into a slot that
can also be used by a modem or other device.

The NIC card coordinates the transfer of information between the computer and
the network. The NIC card transfers information in parallel format to and from main
memory (RAM) in the computer. On the other hand, the NIC card transfers information
in serial format to and from the network, so parallel-to-serial conversion is one of the
NIC’s functions. The speed of the network and the computer are not matched, so the
NIC card must also buffer data.

The NIC card has a port that meets the connector and transmission specifications of
physical layer standards. The NIC card includes read-only memory (ROM) containing
firmware that allows the NIC to implement the MAC protocol of a LAN standard.
This process involves taking network layer packets, encapsulating them inside MAC
frames, and transferring the frames by using the MAC protocol, as well as receiving
MAC frames and delivering the network layer packets to the computer.

Each NIC card is assigned a unique MAC or physical address that is burned into
the ROM. Typically, the first three bytes of the address specify the NIC vendor, and
the remaining bytes specify a unique number for that vendor. The NIC card contains
hardware that allows it to recognize its physical address, as well as the broadcast address.
The hardware can also be set to recognize multicast addresses that direct frames to
groups of stations. The NIC card can also be set to run in “promiscuous” mode where it
listens to all transmissions. This mode is used by system administrators to troubleshoot
the network. It is also used by hackers to intercept unencrypted passwords and other
information that can facilitate unauthorized access to computers in the LAN.12

6.6.2 The Medium Access Control Sublayer

The layered model in Figure 6.46 shows how the LAN functions are placed within the
two lower layers of the OSI reference model. The data link layer is divided into two
sublayers: the logical link control (LLC) sublayer and the medium access control (MAC)
sublayer. The MAC sublayer deals with the problem of coordinating the access to
the shared physical medium. Figure 6.46 shows that the IEEE has defined several MAC
standards, including IEEE 802.3 (Ethernet) and IEEE 802.5 (token ring). Each MAC
standard has an associated set of physical layers over which it can operate.

The MAC layer provides for the connectionless transfer of datagrams. Because
transmissions in LANs are relatively error free, the MAC protocols usually do not
include procedures for error control. The MAC entity accepts a block of data from the
LLC sublayer or directly from the network layer. This entity constructs a PDU that
includes source and destination MAC addresses as well as a frame check sequence
(FCS), which is simply a CRC checksum. The MAC addresses specify the physical
connections of the workstations to the LAN. The main task of the MAC entities is to

12LANs were developed to operate in a private environment where an element of trust among users could
be assumed. This assumption is no longer valid, so network security protocols such as those presented in
Chapter 11 are now required.
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FIGURE 6.46 IEEE 802 LAN standards.

execute the MAC protocol that directs when they should transmit the frames into the
shared medium.

In Figure 6.47 we show the protocol stacks of three workstations interconnected
through a LAN. Note how all three MAC entities must cooperate to provide the datagram
transfer service to the LLC sublayer. In other words, the interaction between MAC
entities is not between pairs of peers, but rather all entities must monitor all frames that
are transmitted onto the shared medium. We defer the discussion of the specific MAC
protocols to the sections on individual LAN standards.
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MAC

PHY
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FIGURE 6.47 The MAC sublayer
provides unreliable datagram service.
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6.6.3 The Logical Link Control Sublayer

The IEEE 802 committee has also defined a logical link control (LLC) sublayer that
operates over all MAC standards. The LLC can enhance the datagram service offered
by the MAC layer to provide some of the services of HDLC at the data link layer. This
approach makes it possible to offer the network layer a standard set of services while
hiding the details of the underlying MAC protocols. The LLC also provides a means
for exchanging frames between LANs that use different MAC protocols.

The LLC builds on the MAC datagram service to provide three HDLC services.
Type 1 LLC service is unacknowledged connectionless service that uses unnumbered
frames to transfer unsequenced information. Recall from Chapter 5 that the HDLC pro-
tocols use unnumbered frames in some of their message exchanges. Type 1 LLC service
is by far the most common in LANs. Type 2 LLC service uses information frames and
provides reliable connection-oriented service in the form of the asynchronous balanced
mode of HDLC. A connection setup and release is required, and the connection pro-
vides for error control, sequencing, and flow control. Figure 6.48 shows two type 2 LLC
entities at stations A and C providing reliable frame transfer service. Type 2 operation
is useful when the endsystems do not use a transport layer protocol to provide reliable
service. For example, type 2 is used in several proprietary PC LAN software products.
Type 3 LLC service provides acknowledged connectionless service, that is, connec-
tionless transfer of individual frames with acknowledgments. To provide type 3 LLC
service, two additional unnumbered frames were added to the set defined by HDLC.

Additional addressing is provided by the LLC to supplement the addressing pro-
vided by the medium access control. A workstation in the LAN has a single MAC

Reliable frame service

A

A C

C

MAC

PHY

MAC

PHY

MAC

LLC LLC LLC

PHY

FIGURE 6.48 The LLC can provide
reliable frame transfer service.
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FIGURE 6.49 LLC PDU structure.

(physical) address. However, at any given time such a workstation might simultane-
ously handle several data exchanges originating from different upper-layer protocols
but operating over this same physical connection. These logical connections are dis-
tinguished by their service access point (SAP) in the LLC, as shown in Figure 6.49.
For example, frames that contain IP packets are identified by hexadecimal 06 in the
SAP, frames that contain Novell IPX are identified by E0, frames with OSI packets by
FE, and frames with SNAP PDUs (discussed below) by AA. In practice, the LLC SAP
specifies in which memory buffer the NIC places the frame contents, thus allowing the
appropriate higher-layer protocol to retrieve the data.

The top part of Figure 6.49 shows the LLC PDU structure that consists of one byte
each for source and destination SAP addresses, one or two bytes for control information,
and the information itself, that is, the network layer packet. The bottom part shows the
details of the address bytes. In general a seven-bit address is used. The first bit of the
destination SAP address byte indicates whether it is an individual or group address.
The first bit of the source SAP address byte is not used for addressing and instead is
used to indicate whether a frame is a command or response frame. The control field
is one byte long if three-bit sequence numbering is used. The control field is two bytes
long when extended sequence numbering is used.

The LLC PDU is encapsulated in IEEE MAC frames as shown in Figure 6.50.
The MAC adds both a header and a trailer. Note the accumulation of header overhead:

IP
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Packet

LLC
PDU
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FIGURE 6.50 Packet
encapsulation into a MAC frame.
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After TCP and IP have added their minimum of 20 bytes of headers, the LLC adds 3
or 4 bytes, and then the MAC adds its header and trailer. In the next several sections
we consider MAC protocols. We then consider specific frame formats as we introduce
several of the IEEE 802 LAN standards.

BUILDING LARGE LAN NETWORKS
LANs were initially based on sharing the bandwidth of some medium. The physical
layer of any medium has a given fixed amount of bandwidth and this fact ultimately
limits the number of stations that can be attached to the medium. To increase the
number of stations in a LAN one can break the stations into different segments and
interconnect these segments using bridges. The function of the bridges is to allow
frames to be broadcast only over those segments where it is necessary. Another
approach to building larger LANs is to do away with sharing of the medium. Both
of these techniques are used in the current generation of LAN switches.

6.7 ETHERNET AND IEEE 802.3 LAN STANDARD

The Ethernet LAN protocol was developed in the early 1970s by Robert Metcalfe and
his colleagues working at Xerox as a means of connecting workstations. In the early
1980s DEC, Intel, and Xerox completed the “DIX” Ethernet standard for a 10 Mbps
LAN based on coaxial cable transmission. This standard formed the basis for the
IEEE 802.3 LAN standard that was first issued in 1985 for “thick” coaxial cable. The
Ethernet and IEEE 802.3 standards differ primarily in the definition of one header field,
which we discuss below. The IEEE 802.3 standard has been revised and expanded
every few years.13 Specifications have been issued for operation using “thin” coaxial
cable, twisted-pair wires, and single-mode and multimode optical fiber. Higher-speed
versions were approved in 1995 (100 Mbps Fast Ethernet) and in 1998 (1000 Mbps
Gigabit Ethernet), and in 2002 (10 Gbps Ethernet).

6.7.1 Ethernet Protocol

The original 802.3 standard was defined for a bus-based coaxial cable LAN in which
terminal transmissions are broadcast over the bus medium using Carrier Sensing Multi-
ple Access with Collision Detection (CSMA-CD) for the MAC protocol. A station with
a frame to transmit waits until the channel is silent. Ethernet adopts the 1-persistent
mode so that when the channel goes silent, the station transmits immediately. During
transmission, the station continues to listen for collisions that can occur if other sta-
tions also begin to transmit. If a collision occurs, the station aborts the transmission and
schedules a later random time when it will reattempt to transmit its frame. If a collision

13The 2002 edition of IEEE Standard 802.3 is over 1500 pages with more than 40 annexes!
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does not occur within two propagation delay times, then the station knows that it has
captured the channel, as the station’s transmission will have reached all stations and
so they will refrain from transmitting until the first station is done. A minislot time
defines a time duration that is at least as big as two propagation delays.

The critical parameter in the CSMA-CD system is the minislot time that forms
the basis for the contention resolution that is required for a station to seize control of
the channel. The original 802.3 was designed to operate at 10 Mbps over a maximum
distance of 2500 meters. When allowances are made for four repeaters, the delay
translates into a maximum end-to-end propagation delay of 51.2 microseconds. At
10 Mbps this propagation delay equals 512 bits, or 64 bytes, which was selected as the
minimum frame length or minislot.

The IEEE 802.3 standard specifies that the rescheduling of retransmission attempts
after a collision uses a truncated binary exponential backoff algorithm. If a frame is
about to undergo its nth retransmission attempt, then its retransmission time is deter-
mined by selecting an integer equally likely in the range between 0 and 2k − 1, where
k = min(n, 10). That is, the first retransmission time involves zero or one minislot
times; the second retransmission time involves 0, 1, 2, or 3 minislot times; and each
additional slot retransmission extends the range by a power of 2 until the maximum
range of 210 − 1. The increased retransmission range after each collision is intended
to increase the likelihood that retransmissions will succeed. Up to 16 retransmissions
will be attempted, after which the system gives up.

The typical activity in the Ethernet channel consists of idle periods, contention
periods during which stations attempt to capture the channel, and successful frame
transmission times. When the channel approaches saturation, there are few idle periods
and mostly frame transmissions alternate with contention periods. Therefore, at or
near saturation the time axis consists of the following three subintervals: a period
L/R seconds long during which frames are transmitted, a period tprop seconds long
during which all the other stations find out about the end of the transmission, and a
contention period consisting of an integer number of minislot times, each of duration
2tprop seconds. In Section 6.2.4 we showed that the average number of minislots in a
contention period is approximately e = 2.71. Therefore, the fraction of time that the
channel is busy transmitting frames is

L/R

L/R + tprop + 2etprop
= 1

1 + (1 + 2e)tprop R/L
= 1

1 + (1 + 2e)a
= 1

1 + 6.44a
(6.40)

where a = tprop R/L .

EXAMPLE Effect of a on Ethernet Performance

Let us assess the impact of the parameter a on the performance of an Ethernet LAN.
Suppose that a = 0.01, 0.1, and 0.2. The corresponding maximum possible normalized
throughputs are then 0.94, 0.61, and 0.44. Thus we see that a has a dramatic impact on
the throughput that can be achieved.
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FIGURE 6.51 Frame transfer delay for Ethernet example: as the
load reaches its maximum, the transfer delay grows very large.

In Section 6.5 we presented an expression for the average frame transfer delay
in Ethernet under the following assumptions: Frame arrival times are independent of
each other; frame interarrival times have an exponential distribution; all frames are of
the same length. Figure 6.51 shows the average transfer delays for a = 0.01, 0.1, and
0.2. It can be seen that the transfer delays grow very large as the load approaches the
maximum possible value for the given value of a.

6.7.2 Frame Structure

Figure 6.52 shows the MAC frame structure for the IEEE 802.3. The frame begins
with a seven-octet preamble that repeats the octet 10101010. This pattern produces a
square wave that allows the receivers to synchronize to the transmitter’s bit stream. The
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FIGURE 6.52 IEEE 802.3 MAC frame.
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preamble is followed by the start frame delimiter that consists of the pattern 10101011.
The two consecutive 1s in the delimiter indicate the start of the frame.

The destination and source address fields follow. The address fields are six bytes
long. (Two-byte address fields have been defined but are not used). The first bit of the
destination address distinguishes between single addresses and group addresses that
are used to multicast a frame to a group of users. The next bit indicates whether the
address is a local address or a global address. Thus in the case of six-byte addresses,
the standard provides for 246 global addresses. The first three bytes specify the NIC
vendor and is called the Organizationally Unique Identifier (OUI). The OUI allows up
to 224 = 16,777,215 addresses per vendor. For example, Cisco has addresses in which
the first three bytes are 00-00-0C and 3Com has addresses that begin with 02-60-8C,
where the numbers are in hexadecimal notation.

There are three types of physical addresses. Unicast addresses are the unique
address permanently assigned to a NIC card. The card normally matches transmissions
against this address to identify frames destined to it. Multicast addresses identify a
group of stations that are to receive a given frame. NIC cards are set by their host
computer to accept specific multicast addresses. Multicasting is an efficient way of
distributing information in situations where multiple entities or processes require a
piece of information as, for example, in the spanning tree algorithm (discussed in
Section 6.11.1 on bridges). The broadcast address, indicated by the all 1s physical
address, indicates that all stations are to receive a given packet.

The length field indicates the number of bytes in the information field. The longest
allowable 802.3 frame is 1518 bytes, including the 18-byte overhead but excluding the
preamble and SD. The pad field ensures that the frame size is always at least 64 bytes
long. The maximum information field size of 1500 bytes translates into the hexadecimal
code 05DC.

The FCS field is the CCITT 32-bit CRC check discussed in Chapter 3. The CRC
field covers the address, length information, and pad fields. Upon receiving a frame,
the NIC card checks to see that the frame is of an acceptable length and then checks the
received CRC for errors. If errors are detected, the frame is discarded and not passed
to the network layer.

Figure 6.53 shows the frame structure for the Ethernet (DIX) standard, also known
as Ethernet II. The Ethernet frame has a type field that identifies the upper-layer protocol
in the same location as the 802.3 field has its length field. For example, type field values
are defined for IP, Address Resolution Protocol, and Reverse ARP (which are discussed
in Chapter 8). The Ethernet standard assigns type field values starting at 0600. Recall
that the length field in IEEE 802.3 never takes on values larger than 05DC. Thus the
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FIGURE 6.53 Ethernet frame (DIX standard).
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FIGURE 6.54 LLC-SNAP header for encapsulating DIX
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value of this field can tell an Ethernet controller whether it is handling an Ethernet
frame or an IEEE 802.3 frame.

Nevertheless, the IEEE standard assumes that the LLC is always used, which pro-
vides the upper-layer protocol indication through the SAP field in the LLC header as
shown in Figure 6.54. Upper-layer software programs developed to work with DIX
Ethernet expect a “Type” field. To allow Ethernet-standard software to work with
IEEE 802.3 frames, the Subnetwork Access Protocol (SNAP) provides a way of
encapsulating Ethernet-standard frames inside a Type 1 LLC PDU. The DSAP and
SSAP fields in the LLC header (see Figure 6.49) are set to AA to notify the LLC layer
that an Ethernet frame is enclosed and should be processed accordingly. The value 03
in the control field indicates Type 1 service. The SNAP header consists of a three-byte
vendor code (usually set to 0) and the two-byte type field required for compatibility.

6.7.3 Physical Layers

Table 6.2 shows the various physical layers that have been defined for use with
IEEE 802.3. Each of these medium alternatives are designated by three parameters

TABLE 6.2 IEEE 802.3 10 Mbps medium alternatives.

10Base5 10Base2 10BaseT 10BaseF

Medium Thick coax Thin coax Twisted pair Optical fiber
Maximum segment length 500 m 185 m 100 m 2 km
Topology Bus Bus Star Point-to-point link
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Transceivers

(a)

(b)

FIGURE 6.55 Ethernet cabling using (a) thick and
(b) thin coaxial cable. (Note: The T junction typically
attaches to the NIC.)

that specify the bit rate, the transmission technique, and the maximum segment length.
For example, the original standard specified 10Base5, which made use of thick (10 mm)
coaxial cable operating at a data rate of 10 Mbps, using baseband transmission and with
a maximum segment length of 500 meters. The transmission uses Manchester coding,
which is discussed in Chapter 3. This cabling system required the use of a transceiver to
attach the NIC card to the coaxial cable. The thick coaxial cable Ethernet was typically
deployed along the ceilings in building hallways, and a connection from a workstation
in an office would tap onto the cable as shown in Figure 6.55a. Thick coaxial cable is
awkward to handle and install. The 10Base2 standard uses thin (5 mm) coaxial cable
operating at 10 Mbps and with a maximum segment of 185 meters. The cheaper and
easier-to-handle thin coaxial cable makes use of T-shaped BNC junctions as shown in
Figure 6.55b. 10Base5 and 10Base2 segments can be combined through the use of a
repeater that forwards the signals from one segment to the other.

The 10BaseT standard involves the use of two unshielded twisted pairs (UTPs) of
copper wires (diameter of 0.4 mm to 0.6 mm) operating at 10 Mbps and connected to a
hub as shown in Figure 6.56a. The T designates the use of twisted pair. The advantage
of twisted pair is low cost and its prevalence in existing office wiring where it is used
for telephones. Existing wiring arrangements allow the hubs to be placed in telephone
wiring closets. The use of the 10BaseT standard also involves a move toward a star
topology in which the stations connect the twisted pair to a hub where the collisions
take place.

The star topology of 10BaseT provides three approaches to operating the LAN. In
all three approaches the stations implement the CDMA-CD protocol. The difference
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High-speed backplane
or interconnection fabric

(a)

(b)

Single collision domain FIGURE 6.56 Ethernet (a) hub and
(b) switch topologies using twisted-pair
cabling.

is in the operation of the hub at the center of the star. In the first approach, the hub
monitors all transmissions from the stations. When there is only one transmission, the
hub repeats the transmission on the other lines. If there is a collision, that is, more than
one transmission, then the hub sends a jamming signal to all the stations. This action
causes the stations to implement the backoff algorithm. In this approach the stations
are said to be in the same collision domain, that is, a domain where a collision will
occur if two or more stations transmit simultaneously.

A second approach involves operating the hub with an Ethernet switch, as shown
in Figure 6.56b. Ethernet switch is a name commonly used for a product that implements
transparent bridging, described in Section 6.11.1. In a switch, each input port buffers
incoming transmissions. The incoming frames are examined and transferred to the
appropriate outgoing ports. Each output port implements the Ethernet MAC protocol
to transmit frames. Collisions will not occur if only a single station is attached to the line.
It is possible, however, to have several stations share an input line using another hub,
for example. In this case the group of stations attached to the same line will constitute
a collision domain.

The number of stations in a LAN cannot be increased indefinitely. Eventually
the traffic generated by stations will approach the limit of the shared transmission
medium. The introduction of switching LANs provides a means of interconnecting
larger numbers of stations without reaching this limit.

A third approach involves having stations transmit in full-duplex mode. Normal
Ethernet transmission is half duplex, because stations transmit data in one direction
at a time. In full-duplex mode a station can transmit in both directions simultaneously.
Consider the case where each port in the switch has only a single station attached to it.
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Introducing a dedicated transmission line for each direction enables transmissions to
take place in both directions simultaneously without collisions. Note that the stations can
continue to operate the CSMA-CD protocol, but they will never encounter collisions.
All three of these approaches have been implemented in LAN products.

6.7.4 Fast Ethernet

The IEEE 802.3u standard was approved in 1995 to provide Ethernet LANs operating
at 100 Mbps. We refer to systems that operate under this standard as Fast Ethernet.
To maintain compatibility with existing standards, the frame format, interfaces, and
procedures have been kept the same. Recall that the performance of the CSMA-CD
medium access control is sensitive to the ratio of the round-trip propagation delay and
the frame transmission time. To obtain good performance, this ratio must be small.
In addition, the correct operation of the protocol itself requires the minimum frame
size transmission time to be larger than the round-trip propagation delay. When the
transmission speed is increased from 10 Mbps to 100 Mbps, the frame transmission time
is reduced by a factor of 10. For the MAC protocol to operate correctly, either the size
of the minimum frame must be increased by a factor of 10 to 640 bytes or the maximum
length between stations is reduced by a factor of 10 to, say, 250 meters.

The decision in developing the 100 Mbps IEEE 802.3 standard was to keep frame
sizes and procedures unchanged and to define a set of physical layers that were entirely
based on a hub topology involving twisted pair and optical fiber, as shown in Table 6.3.
Coaxial cable was not included in the standard. (Note that the 100BaseFX option can
extend up to 2000 m because it operates in full-duplex mode and operates with buffered
switches only.)

The standard involves stations that use UTP wiring to connect to hubs in a star topol-
ogy. To obtain a bit rate of 100 Mbps, the 100BaseT4 standard uses four UTP 3 wires
(UTP, category 3, that is, ordinary telephone-grade twisted pair). The 100 Mbps trans-
mission is divided among three of the twisted pairs and flows in one direction at a
time.

The 100BaseTX uses two UTP 5 wires. The category 5 twisted pair involves
more twists per meter than UTP 3, which provides greater robustness with respect to
interference thus enabling higher bit rates. One pair of wires is for transmission and
one for reception, so 100BaseTX can operate in full-duplex mode.

A 100BaseFX standard has also been provided that uses two strands of multi-
mode optical to provide full-duplex transmission at 100 Mbps in each direction. The
100BaseFX system can reach over longer distances than the twisted pair options, and
so it is used in interconnecting wiring closets and buildings in a campus network.

TABLE 6.3 IEEE 802.3 Fast Ethernet medium alternatives.

100BaseT4 100BaseTX 100BaseFX

Medium Twisted pair category 3 Twisted pair category 5 Optical fiber multimode
UTP four pairs UTP two pairs two strands

Maximum segment length 100 m 100 m 2 km
Topology Star Star Star
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FIGURE 6.57 Deployment of Ethernet in a campus network.

The 100 Mbps IEEE 802.3 standards provide for two modes of operations at the
hubs. In the first mode all incoming lines are logically connected into a single col-
lision domain, and the CSMA-CD MAC procedure is applied. In the second mode
the incoming frames are buffered and then switched internally within the hub. In the
latter approach the CSMA-CD procedure is not used, and instead the IEEE 802.3 stan-
dard simply provides a means of accessing the first stage in a LAN that is based on
multiplexing and switching.

Fast Ethernet is deployed in departmental networks, as shown in Figure 6.57 where
Fast Ethernet switches are used to (1) aggregate traffic from shared 10 Mbps LANs,
(2) provide greater bandwidth to a server, and (3) provide greater bandwidth to certain
users.

6.7.5 Gigabit Ethernet

The IEEE 802.3z Gigabit Ethernet standard was completed in 1998 and established
an Ethernet LAN that increased the transmission speed over that of Fast Ethernet by a
factor of 10. The goal was to define new physical layers but to again retain the frame
structure and procedures of the 10 Mbps IEEE 802.3 standard.

The increase in speed by another factor of 10 put a focus on the limitations of
the CSMA-CD MAC protocol. For example, at a 1 Gbps speed, the transmission of a
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TABLE 6.4 IEEE 802.3 Gigabit Ethernet medium alternatives.

1000BaseSX 1000BaseLX 1000BaseCX 1000BaseT

Medium Optical fiber Optical fiber Shielded copper Twisted pair
multimode single mode cable category 5 UTP
two strands two strands

Maximum segment 550 m 5 km 25 m 100 m
length
Topology Star Star Star Star

minimum size frame of 64 bytes can result in the transmission being completed before
the sending station senses a collision. For this reason, the slot time was extended to
512 bytes. Frames smaller than 512 bytes must be extended with an additional carrier
signal, in effect resulting in the same overhead as in padding the frame. In addition,
an approach called frame bursting was introduced to address this scaling problem.
Stations are allowed to transmit a burst of small frames, in effect to improve the key
ratio a. Nevertheless, it is clear that with Gigabit Ethernet the CSMA-CD access control
reached the limits of efficient operation. In fact, the standard preserves the Ethernet
frame structure but operates primarily in a switched mode.

Gigabit Ethernet physical layer standards have been defined for multimode fiber
with maximum length of 550 m, single-mode fiber with maximum length of 5 km,
and four-pair category 5 UTP at a maximum length of up to 100 m. Table 6.4 lists the
different medium alternatives.

Gigabit Ethernet is deployed in campus networks as shown in Figure 6.57. Gigabit
Ethernet provides the high bandwidth to connect departmental switches and server
farms to campus backbone switches.

6.7.6 10 Gigabit Ethernet

The IEEE 802.3ae 10 Gigabit Ethernet draft supplement to the IEEE 802.3 standard
was ratified in 2002 to extend the transmission speed to 10 Gbps. Because the ratio of
the round-trip propagation delay and the frame transmission time becomes very small,
10 Gigabit Ethernet is defined only for full-duplex mode providing a point-to-point
Ethernet connectivity service with the CSMA-CD algorithm disabled. The standard
defines two types of physical layer: the LAN PHY and the WAN PHY. Both types
differ in framing but support the same capability in terms of distance. The LAN PHY
is primarily intended to support existing Ethernet LAN applications while the WAN
PHY allows 10 Gigabit Ethernet terminals to be connected through SONET OC-192c
equipment.

The 10 Gigabit specification uses multiple suffixes to indicate the medium as well as
the line coding type. The first set of suffixes indicates the line coding type. The suffix X
denotes the use of 8B10B code (mBnB code is explained in Chapter 3). The suffix R
denotes the use of 64B66B code, resulting in a more efficient code than the 8B10B
code but incurring a higher implementation complexity. The suffix W indicates the
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TABLE 6.5 IEEE 802.3 10 Gigabit Ethernet medium alternatives.

10GBaseSR 10GBaseLR 10GBaseEW 10GBaseLX4

Medium Two optical fibers Two optical fibers Two optical fibers Two optical fibers
Multimode at Single-mode at Single-mode at Multimode/single-mode
850 nm 1310 nm 1550 nm with four wavelengths

at 1310 nm band

64B66B code 64B66B SONET 8B10B code
compatibility

Maximum 300 m 10 km 40 km 300 m–10 km
distance

encapsulation of 64B66B encoded data into SONET STS-192c payload, thus imple-
menting the WAN PHY.

The second set of suffixes indicates the medium type. The suffix S indicates two
multimode optical fibers operating at 850 nm wavelength. The suffixes L and E indi-
cate two single-mode optical fibers operating at 1310 nm and 1550 nm wavelengths,
respectively. Finally, the suffix L4 indicates two multimode or single-mode optical fibers
operating at 1310 nm WDM band. Table 6.5 lists the different medium alternatives.

ETHERNET EVERYWHERE!
Ethernet is well entrenched as the technology of choice in the LAN. Each new gen-
eration of Ethernet has provided the scale to keep up with the demands for increased
bandwidth within buildings and in campuses by new generations of workstations
and personal computers. Demand for 1 Gbps and 10 Gbps Ethernet LANs has been
stimulated by the construction of centralized application hosting and data centers
where huge volumes of traffic converge and where very high bandwidths are required
to minimize congestion and delay. The demand to connect users to data centers and
the requirement to interconnect corporate LANs at different sites has created a need
to provide Ethernet connectivity beyond the LAN and across metropolitan networks
and even wide area networks. A number of standards have been developed to meet
these needs.

Until recently, SONET and other TDM networks have provided the connectivity
across MANs and WANs. Unfortunately the bit rates of the Ethernet standards and
the SONET hierarchy are not well matched. For example, until recently a 1 Gbps
Ethernet stream would need to be carried in a 2.5 Gbps OC-48 SONET signal. The
GFP framing standard discussed in Chapter 3 combined with new virtual concatena-
tion standards allow arbitrary numbers of STS-1 payloads to be combined to carry
a particular stream. For example, these new standards allow 21 of the STS-1s in an
OC-48 to carry a 1 Gbps Ethernet stream; the remaining 27 STS-1s are used for
other traffic. The ability to carry Ethernet streams efficiently across longer distances
makes it feasible to deploy Ethernet switches to direct streams of Ethernet frames
in metropolitan networks. The new 10Gbps Ethernet standard can also be used to
carry Ethernet streams directly over SONET networks across MANs and WANs. In
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many metropolitan areas, “unlit” dark fiber can be leased relatively inexpensively
from utility companies to provide connectivity between sites. The new 10 Gbps
Ethernet standard can provide low-cost high-speed connectivity over these dark
fiber connections.

6.8 TOKEN-RING AND IEEE 802.5 LAN STANDARD

Several versions of token-ring networks were developed primarily by IBM in the 1970s
and 1980s. Information flows in one direction along the ring from the source to the
destination and back to the source. The key notion is that medium access control
is provided via a small frame called a token that circulates around a ring-topology
network. Only the station that has possession of the token is allowed to transmit at any
given time.

The ring topology brings certain advantages to medium access control. The flow
of the token along the ring automatically provides each station with a turn to transmit.
Thus the ring topology provides for fairness in access and for a fully distributed imple-
mentation. The token mechanism also allows for the introduction of access priorities
as well as the control of the token circulation time.

The ring topology, however, is seriously flawed when it comes to faults. The entire
network will fail if there is a break in any transmission link or a failure in the mechanism
that relays a signal from one point-to-point link to the next. This problem is overcome
by using a star topology to connect stations to a wiring closet where the wires from
the stations can be connected to form a ring as shown in Figure 6.58. Reliability is
provided by relays that can bypass the wires of stations that are deemed to have failed.
Thus, for example, a failed station E in Figure 6.58 has been bypassed by its own relay
circuit, since the power fed by station E is not available. The star topology also has

Wiring center

E

A

C D

B

FIGURE 6.58 Token ring with
improved reliability through the
use of relays in a star topology.
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the advantage that it can use existing telephone wiring arrangements that are found in
office buildings.

The IEEE 802.5 LAN standard defines token-ring networks operating at 4 Mbps and
16 Mbps transmission. The rings are formed by twisted-pair cables using differential
Manchester line coding. The maximum number of stations is set to 250.

6.8.1 Token-Ring Protocol

To transmit a frame, a station must wait for a “free” token to arrive at the interface
card. When such a token arrives, the station claims the token by removing it from the
ring.14 The station then proceeds to transmit its frame into its outgoing line. The frame
travels along the ring over every point-to-point link and across every interface card.
Each station examines the destination address in each passing frame to see whether it
matches the station’s own address. If not, the frame is forwarded to the next link after
a few bits delay. If the frame is intended for the station, the frame is copied to a local
buffer, several status bits in the frame are set, and the frame is forwarded along the ring.
The sending station has the responsibility of removing the frame from the ring and of
reinserting a free token into the ring.

When the traffic on the ring is light, the token spends most of the time circulating
around the ring until a station has a frame to transmit. As the traffic becomes heavy,
many stations have frames to transmit, and the token mechanism provides stations with
a fair round-robin access to the ring.

The approach that is used to reinsert the free token into the ring can have a dramatic
effect on the performance when the delay-bandwidth product of the ring is large. To
show why this happens, we first have to examine how a frame propagates around the
ring. Suppose that the ring has M stations. Each station interface introduces b bits of
delay between when the interface receives a frame and forwards it along the outgoing
line, so the interfaces introduce Mb bits of delay. A typical value of b is 2.5.15 If the total
length of the links around the ring is d meters, then an additional delay of d/v seconds
or d R/v bits is incurred because of propagation delay, where v is the propagation
speed in the medium. For example, v = 2 × 108 meters/second in twisted-pair wires,
or equivalently it takes 5 microseconds to travel 1 kilometer. The ring latency defined
in Section 6.3.3 can be expressed by

τ ′ = d/v + Mb/R seconds and τ ′ R = d R/v + Mb bits (6.41)

EXAMPLE Ring Latency and Token Reinsertion

Let us investigate the interplay between ring latency and the token reinsertion method.
First suppose that we have a ring that operates at a speed of R = 4 Mbps with M =
20 stations separated by 100 meters and b = 2.5 bits. The ring latency (in bits) is then

14In fact, the station “claims” the token by flipping a specific bit from 0 to 1; this process converts the token
frame into a data frame.
15The half-bit delay is possible because token ring uses Manchester line coding.
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Low-latency ring

High-latency ring

(a)

(b)

t � 0, A begins
frame
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frame enters ring

t � 840, return
of first bit

t � 1240, reinsert
token

AA
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t � 400, transmit
last bit

t � 490,
reinsert token

FIGURE 6.59 Ring latency and token reinsertion strategies.

20 × 100 × 4 × 106/(2 × 108) + 20(2.5) = 90 bits. Thus the first bit in a frame
returns to the sending station 90 bit times after being inserted. On the other hand, if the
speed of the ring is 16 Mbps and the number of stations is 80, then the ring latency is
80 × 100 × 16 × 106/(2 × 108) + 80(2.5) = 840 bits.

Now suppose that we are transmitting a frame that is L = 400 bits long. Suppose
that the token reinsertion strategy is to reinsert the token after the frame transmission is
completed but not until after the last bit of the frame returns to the sending station (that
is, single-frame operation). Figure 6.59a shows that the last bit in the frame returns
after 490 bits in the first ring. Thus the sending station must insert an “idle” signal
for 90 additional bit times before that station can reinsert the token into the ring. In
the second ring the token returns after 1240 bit times, as shown in Figure 6.59b. In
this case the sending station has to insert an idle signal for 840 bits times before rein-
serting the token. Thus we see that this token reinsertion method extends the effective
length of each frame by the ring latency. For the first ring the efficiency is 400/490 =
82 percent; for the second ring the efficiency drops to 400/1240 = 32 percent.

Now suppose that the token reinsertion strategy is to reinsert the token after the
frame transmission is completed but not until after the header of the frame returns to the
sending station (again, single-token operation). Suppose that the header is 15 bytes =
120 bits long. The header returns after 90 + 120 = 210 bits in the first ring, as shown
in Figure 6.60a. The sending station can therefore reinsert the token immediately after
transmitting bit 400 of the frame. Figure 6.60b shows that in the second ring the header
returns after 840 + 120 = 960 bits. Consequently, the sending station must send an
idle signal for 560 bit times before that station can reinsert the token into the ring. The
first ring now operates efficiently, but the second ring has an efficiency of 400/960 =
42 percent.
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Low-latency ring

High-latency ring

(a)

(b)

t � 0, A begins
frame
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t � 400, transmit
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first frame bit

t � 960, reinsert
token

AAAA

A A A A

t � 90, return
of first bit
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of header

t � 400, last bit enters
ring, reinsert token

FIGURE 6.60 Reinsert token after header of frame returns.

Finally suppose that the token reinsertion strategy had been to reinsert the token
immediately after the frame transmission is completed (that is, multitoken operation).
The need for the idle signal is completely eliminated and so is the associated inefficiency.

All three of the token reinsertion strategies introduced in the preceding example
have been incorporated into token-ring LAN standards. The first strategy is part of the
MAC protocol of the IEEE 802.5 standard for a 4 Mbps token-ring LAN. The reason for
waiting until the last bit in the frame is that the last byte in the frame contains response
information from the destination station. The IBM token-ring LAN for 4 Mbps uses
the second strategy, where the token is reinserted after the header is returned. Both the
IEEE 802.5 standard and the IBM token-ring LAN for 16 Mbps use the third strategy
because of its higher efficiency. Each of the token reinsertion strategies has a different
maximum achievable throughput leading to dramatic differences in frame transfer delay
performance. These differences are discussed in Section 6.3.3.

Once the token has been reinserted into the ring, the token must travel to the next
station that has a frame to transmit. The “walk” time that elapses from when the token
is inserted to when it is captured by the next active station is also a form of overhead
that can affect the maximum achievable throughput.

Finally, we note that different variations of MAC protocols are obtained according
to how long a station is allowed to transmit once it captures a free token. One possibility
is to allow a station to transmit only a single frame per token. This rather strict rule
implies that each frame transmission is extended by a walk time. On the other hand,
the rule also guarantees that a token will return to a station after at most M frame
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transmissions. At the other extreme, a station could be allowed to transmit until it
empties its buffers of all frames. This approach is more efficient in that it amortizes
the walk-time overhead over several frame transmissions. However, this approach also
allows the token return time to grow without bound. An intermediate approach limits
the time that a station can hold a token. For example, the IEEE 802.5 standard imposes
a maximum token-holding-time limit of 10 ms.

6.8.2 Frame Structure

The structure of the token and data frames for the IEEE 802.5 standard is shown in
Figure 6.61. The token frame consists of three bytes. The first and last bytes are the
starting delimiter (SD) and ending delimiter (ED) fields. The standard uses differential
Manchester line coding. Recall from Chapter 3 (Figure 3.35) that this line coding has
transitions in the middle of each bit time. The SD and ED bytes are characterized by the
fact that they contain symbols that violate this pattern: the J symbol begins as a 0 but
has no transition in the middle; the K symbol begins as a 1 and has no transition in the
middle. The second byte in the token frame is the access control (AC) field. The T bit
in the access control field is the token bit: T = 0 indicates a token frame, and T = 1
indicates a data frame. A station can convert an available token frame (T = 0) into a
data frame (T = 1) by simply flipping the T bit. This feature explains why token-ring

Token frame format SD AC ED

Data frame format
1 1 1 6 6 4 1 1

SD AC FC FCS ED FS
Destination

address
Source
address

Information

Starting
delimiter

J,K � nondata symbols (line code)0 0K 00 JJ K

Ending
delimiter

I � intermediate-frame bit
E � error-detection bit

I EK 11 JJ K

Frame
status

A � address-recognized bit
xx � undefined
C � frame-copied bit

xxA CxxA C

Frame
control

FF � frame type
ZZZZZZ � control bit

Z ZZ ZZ ZFF

Access
control

PPP � priority; T � token bit
M � monitor bit; RRR � reservation

MTPPP RRR

FIGURE 6.61 IEEE 802.5 Token and data frame structure.
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interfaces can theoretically pass from an incoming link onto an outgoing link with only
a one-bit delay (although a delay of 2.5 bits is usually implemented).

The data frame begins with SD and AC fields. The PPP and RRR bits in the AC field
implement eight levels of priority in access to the ring. The monitor M bit is used by a
designated monitor station to identify and remove “orphan” frames that are not removed
from the ring by their sending station, for example, as a result of a station crash. The
frame control (FC) field indicates whether a frame contains data or MAC information.
Data frames are identified by FF = 01, and the Z bits are then ignored. MAC control
frames are identified by FF = 00, and the Z bits then indicate the type of MAC control
frame. Using the same format as for IEEE 802.3 Ethernet standard, the IEEE 802.5
standard specifies 48-bit addressing (16-bit addressing is also specified but is not used).
The address fields are followed by the information field that is limited in length only
by the maximum token holding time. The frame check sequence (FCS) field contains
a CRC checksum as in IEEE 802.3. The ED field contains an E bit that indicates that
a station interface has detected an error such as a line code violation or a frame check
sequence error. The I bit indicates the last frame in a sequence of frames exchanged
between two stations.

The frame status (FS) field in the data frame allows the receiving station to convey
transfer status information to the sending station through A and C bits that are repeated
within the field. An A = 1 bit indicates that the destination address was recognized by
the receiving station. A C = 1 bit indicates that the frame was copied onto the receiving
station’s buffer. Therefore, an A = 1, C = 1 frame status field indicates that the frame
was received by the intended destination station.

The IEEE 802.5 standard allows the token ring to be operated with a priority access
mechanism. To transmit a frame of a given priority, a station must wait to capture a
token of equal or lower priority. The station can reserve a token of the desired level by
setting the RRR field in passing frames to the level of priority of its frame if the RRR
level is lower than the priority the station is seeking. In effect, the RRR field allows
stations to bid up the priority of the next token. When the token arrives at a station that
has a frame of higher or equal priority, the token is removed and a data frame is inserted
into the ring. The RRR field in the data frame is set to 0, and the priority field is kept
at the same value as the token frame. When the station is done transmitting its frames,
it issues a token at the reserved priority level.

Ring maintenance procedures are necessary to ensure the continued operation of
the ring. Problem conditions can lead to the circulation of orphan data frames in the
ring, the disappearance of tokens from the ring, the corruption of the frame struc-
ture within the ring, or the incidence of breaks in the link between stations. The
IEEE 802.5 standard provides a procedure for the selection of a station to become
the active monitor that is assigned the task of detecting and removing orphan frames,
as well as identifying and replacing lost tokens. Additional procedures are defined to
deal with other problem conditions. For example a “beacon” MAC control frame can be
used by any station to determine whether its incoming link has become broken. Other
MAC control frames indicate the presence of an active monitor, elect a new monitor,
identify duplicate addresses, clear the ring of all frames, and identify neighbor stations
in the ring.
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6.9 FDDI

The Fiber Distributed Data Interface (FDDI) is a token-based LAN/MAN standard
developed by the American National Standards Institute. FDDI uses a ring-topology
network in which station interfaces are interconnected by optical fiber transmission links
operating at 100 Mbps in a ring that spans up to 200 kilometers and accommodates
up to 500 stations. FDDI has found application as a campus backbone network to
interconnect various Ethernet LAN subnetworks.

FDDI can operate over multimode or single-mode optical fiber systems. FDDI can
also operate over twisted-pair cable at lengths of less than 100 meters. The high bit rate
in FDDI precludes the use of the bandwidth-inefficient Manchester line code. Instead
FDDI uses a 4B5B binary line code and NRZ-inverted signaling that requires a symbol
rate of 125 Msymbols/second. The 4B5B code lacks the self-clocking property of the
Manchester code. For this reason FDDI frames begin with a longer preamble that serves
to synchronize the receiver to the transmitter clock. Each FDDI station transmits into its
outgoing link according to its own local clock. To accommodate differences between
the local and incoming clock, each station uses a 10-bit elastic buffer to absorb timing
differences. FDDI specifies that all clocks must meet a tolerance of 0.005 percent =
5 × 10−5 of 125 MHz. Assuming the maximum clock difference between a fast
transmitter and a slow receiver, the worst-case clock difference is 0.01 percent. Sym-
bols accumulate in the buffer at a rate of 125 Msymbols/second × 1 × 10−4 = 12.5 ×
103 bits/second. The five-bit buffer will then fill up in 5 bits/(12.5×103 bps) = 0.4 ms.
For this reason the maximum allowable FDDI frame length is 125 Msymbols/second ×
0.4 ms = 50,000 symbols. The 4B5B code implies this is equivalent to 40,000 bits.
Because of this timing consideration, the FDDI frame has a maximum size of
4500 bytes = 36,000 bits.

To provide reliability with respect to link breakages and interface failure, a dual-
ring arrangement is used, as shown in Figure 6.62. A break in the ring is handled by
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B
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E

FIGURE 6.62 FDDI token-ring network.
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FC EDSDPreToken frame format

Preamble

Frame
control

CLFFZZZZ C � synch �asynch
L � address length (16 or 48 bits)

FF � LLC/MAC control/reserved frame type

Data frame format

1 6 618 114

FCSDPre FSEDFCS
Destination

address
Source
address

Information

FIGURE 6.63 FDDI frame structure.

redirecting the flow in the opposite direction at the last station before the break. This
action has the effect of converting the dual ring into a single ring.

From Figure 6.63 we can see that the FDDI frame structure is very similar to that
of IEEE 802.5. The frame begins with 16 or more idle control signals that generate a
square wave signal that serves to synchronize the receiver. The SD and ED fields contain
distinct signal violations that help identify them. The FDDI frame does not contain an
AC field or a token bit. Instead the FC field is used to indicate the presence of a token
and to provide information about the type of frame. A token frame is indicated by either
10000000 or 11000000 in the FC field. The capture of the token is done, not by flipping
a bit, but by removing the token transmission from the ring and replacing it with a data
frame. The other remaining fields function as in IEEE 802.5.

The FDDI medium access control was designed to operate in a high-ring-latency
environment. If we assume 500 stations each introducing a latency of 10 bits and a maxi-
mum length 200 km ring, then the ring latency is 500×10 + 100 Mbps ×(200×103 m)/
(2 × 108 m/sec) = 5000 + 100,000 = 105,000 bits. Thus FDDI can have a very high
ring latency, making it essential that the token reinsertion strategy be immediate inser-
tion after completion of each frame transmission. Even with this strategy, however, a
maximum length ring can hold more than two maximum length frames! For this reason
FDDI also provides an option of having more than one token circulating the ring at a
given time.

The FDDI MAC protocol can handle two types of traffic: synchronous traffic that
has a tight transfer delay requirement, such as voice or video, and asynchronous traffic
that has a greater delay tolerance as in many types of data traffic. To meet the timing
requirements of synchronous traffic, the medium access control uses a timed-token
mechanism that ensures that the token rotation value is less than some value. In partic-
ular, all the stations in an FDDI ring must agree to operate according to a given target
token rotation time (TTRT). Each station i is allocated a certain amount of time, Si

seconds, that specifies the maximum duration the station is allowed to send synchronous
traffic each time it has captured the token. If the sum of Si times is smaller than the
TTRT, then the operation of the FDDI medium access control guarantees that the token
will return to every node in less than 2 TTRT seconds (1 TTRT for the transmission
of all synchronous traffic and 1 TTRT for the token to travel around the ring back to a
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given node). This property allows FDDI to meet the delay requirements of synchronous
traffic.

Each station maintains a token rotation timer (TRT) that measures the time that
has elapsed since the station last received a token. When a station receives a token, the
station first calculates the token holding time (THT), defined by THT = TTRT − TRT,
which is a measure of the degree of activity in the ring. When traffic is light, the token
will rotate quickly around the ring and the TRT will be much smaller than the TTRT.
In this case the medium access control need not be restrictive in providing access to the
ring. As the traffic becomes heavy, the TRT will approach the TTRT, indicating that the
medium access control must begin restricting access to the ring. The FDDI medium
access control implements these notions as follows:

If THT > 0, then the station can transmit all its synchronous traffic Si . In addition, if
the THT timer has not expired after Si seconds, the station is allowed to transmit
asynchronous traffic for the balance of its THT time, that is, up to THT − Si

seconds. The station must then release the token.
If THT < 0, then the station is allowed to transmit only its synchronous traffic Si

and must then release the token.

This timed-token mechanism throttles the asynchronous traffic when the ring be-
comes congested. In combination with the globally agreed upon TTRT, this mechanism
assures the timely delivery of synchronous traffic. The timed-token mechanism also en-
sures fairness in access to the ring. Because the TRT is reset upon arrival of a token at a
station, a station that has a lot of traffic to send will find it has a large TRT the next time
it receives the token. Consequently, the THT will be small, and that station will be pre-
vented from transmitting for an excessive period of time. Thus the station will be forced
to relinquish the token sooner so other stations can have an opportunity to transmit.

6.10 WIRELESS LANS AND IEEE 802.11 STANDARD16

The case for wireless LANs is quite compelling. All you have to do is look under the
desks in a typical small business or home office. You will find a rat’s nest of wires:
in addition to a variety of power cords and adapters, you have cables for a telephone
modem, a printer, a scanner, a mouse, and a keyboard. In addition, there is the need for
communications to synchronize files with laptop computers and personal organizers.
And, of course, there is still the need to connect to other computers in the office. Wireless
technology, in the form of digital radio and infrared transmission, can eliminate many of
these wires and, in the process, simplify the installation and movement of equipment, as
well as provide connectivity between computers. Wireless technology, however, must
overcome significant challenges:

16The IEEE 802.11 is a complex standard, and so its explanation requires more space than the previous
LAN standards. The discussion on physical layers for 802.11 can be skipped if necessary.
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• Radio and infrared transmission is susceptible to noise and interference, so such
transmission is not very reliable.

• The strength of a radio transmission varies in time and in space because of fading
effects that result from multipath propagation and from uneven propagation due
to physical barriers and geographic topology, and so coverage is inconsistent and
unpredictable.

• In the case of radio, the transmitted signal cannot easily be contained to a specific
area, so signals can be intercepted by eavesdroppers.

• The spectrum is finite and must be shared with other users (your neighbor’s wireless
LAN), and devices (e.g., microwave ovens and florescent lamps!).

• In the case of radio, the limited spectrum also makes it difficult to provide the high
transmission speeds that are easily attained using wired media.

• Radio spectrum has traditionally been regulated differently by different government
administrations, so it can be difficult to design products for a global market.

The most compelling reason for wireless networks, however, is that they enable
user mobility. Many of us have already been conditioned to the convenience of tele-
vision remote controls and cordless telephones in the “local” area of the home, as
well as to the convenience of cellular phones over a “wider” area. In the context
of wireless LANs, user mobility is particularly significant in situations where users
carry portable computers or devices that need to communicate to a server or with
each other. One example is a doctor or nurse in a hospital accessing up-to-date in-
formation on a patient, even as the patient is wheeled down a corridor. In this case
the hospital may have an infrastructure of wireless access points that the portable de-
vices can communicate with to access a backbone (wired) network. Another example
is a meeting where the participants can create a temporary ad hoc LAN simply by
turning on their laptop computers. To provide mobility, further challenges must be
overcome:

• Mobile devices operate on batteries, so the MAC protocols must incorporate power
management procedures.

• Protocols need to be developed that enable a station to discover neighbors in the local
network and to provide seamless connections even as users roam from one coverage
area to another.

The development of wireless LAN products was initially stimulated mildly by the
allocation of spectrum in the industrial, scientific, and medical (ISM) bands of 902 to
928 MHz, 2400 to 2483.5 MHz, and 5725 to 5850 MHz in the United States under part 15
of the FCC rules. These rules, however, require that users accept interference from
other users already using these frequencies, such as microwave ovens. Furthermore,
users of the ISM band were required to use spread spectrum transmission techniques
that limit the bit rates that can be attained. A stronger stimulus for the development of
wireless LANs was the development of a HIPERLAN standard in Europe for a 20 Mbps
wireless LAN operating in the 5 GHz band. This development was reinforced in the
United States by the FCC’s designation of 300 MHz of spectrum in the 5 GHz band
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CSMA-CA? WHY NOT WIRELESS ETHERNET?
Given the dominance of the Ethernet standards in wired LANs, an obvious question
is, Why not use wireless Ethernet? After all, Ethernet was designed for broadcast
networks, and wireless networks are certainly broadcast in nature. There are several
reasons why CSMA-CD cannot be used. The first reason is that it is difficult to detect
collisions in a radio environment. Because the transmitted power would overwhelm
the received power at the same station, it is not possible to abort transmissions that
collide. A second reason is that the radio environment is not as well controlled as a
wired broadcast medium, and transmissions from users in other LANs can interfere
with the operation of CSMA-CD. A third reason is that radio LANs are subject to
the hidden-station problem that occurs when two stations, say, A and C, attempt to
transmit to a station that is located between them, say, B, as shown in Figure 6.64.
The two stations may be sufficiently distant from each other that they cannot hear
each other’s transmission. Consequently, when they sense the channel, they may
detect it as idle even as the other station is transmitting. This condition will result in
the transmissions from the two stations proceeding and colliding at the intermediate
station. The Carrier-Sense Multiple Access with Collision Avoidance (CSMA-CA)
medium access control was developed to prevent this type of collision. CSMA-CA
is incorporated in IEEE 802.11 and is described in the subsection on medium access
control later in this section.

(a)

(b)

A

A

Data frame

Data frame

Data frame

C transmits data frame and
collides with A at B.

A transmits data frame. C senses medium;
station A is hidden from C.

B

C

B

C

FIGURE 6.64 The hidden-station problem.

for the development of unlicensed LAN applications operating at speeds of 20 Mbps
or higher. In addition, the Infrared Data Association (IrDA) has been promoting the
development of MAC and physical layer standards for high-speed infrared systems for
interconnecting computers to other devices at short range.

In this section we focus on the IEEE 802.11 LAN standard that specifies a MAC
layer that is designed to operate over a number of physical layers. We show that the
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standard is quite complex. The standard’s complexity is rooted in the challenges indi-
cated above. In particular, we show that in addition to the basic issue of coordinating
access, the standard must incorporate error control to overcome the inherent unreli-
ability of the channel, modified addressing and association procedures to deal with
station portability and mobility, and interconnection procedures to extend the reach of
a wireless stations as well as to accommodate users who move while communicating.

6.10.1 Ad hoc and Infrastructure Networks

The basic service set (BSS) is the basic building block of the IEEE 802.11 architecture.
A BSS is defined as a group of stations that coordinate their access to the medium under
a given instance of the medium access control. The geographical area covered by the
BSS is known as the basic service area (BSA), which is analogous to a cell in a cellular
communications network. A BSA may extend over an area with a diameter of tens
of meters. Conceptually, all stations in a BSS can communicate directly with all other
stations in a BSS. Note that two unrelated BSSs may be colocated. IEEE 802.11 provides
a means for these BSSs to coexist.

A single BSS can be used to form an ad hoc network. An ad hoc network consists of
a group of stations within range of each other. Ad hoc networks are typically temporary
in nature. They can be formed spontaneously anywhere and be disbanded after a limited
period of time. Figure 6.65 is an illustration of an ad hoc network. Two stations can
make an ad hoc network.

In 802.11 a set of BSSs can be interconnected by a distribution system (DS) to
form an extended service set (ESS) as shown in Figure 6.66. The BSSs are like cells
in a cellular network. Each BSS has an access point (AP) that has station functionality
and provides access to the DS. The AP is analogous to the base station in a cellular
communications network. An ESS can also provide gateway access for wireless users
into a wired network such as the Internet. This access is accomplished via a device

A

C

D

B

FIGURE 6.65 Ad hoc network.
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FIGURE 6.66 Infrastructure network and extended service set.

known as a portal. The term infrastructure network is used informally to refer to the
combination of BSSs, a DS, and portals.

The distribution system provides the distribution service, which is

1. The transfer of MAC SDUs (MSDUs) between APs of BSSs within the ESS.
2. The transfer of MSDUs between portals and BSSs within the ESS.
3. The transport of MSDUs between stations in the same BSS when either the MSDU

has a multicast or broadcast address or the sending station chooses to use the distri-
bution service.

The role of the distribution service is to make the ESS appear as a single BSS to
the LLC that operates above the medium access control in any of the stations in the
ESS. IEEE 802.11 defines the distribution service but not the distribution system. The
distribution system can be implemented by using wired or wireless networks.

To join an infrastructure BSS, a station must select an AP and establish an associ-
ation with it, which is a mapping between the station and the AP that can be provided
to the distribution system. The station can then send and receive data messages via the
AP. A reassociation service allows a station with an established association to move its
association from one AP to another AP. The dissociation service is used to terminate
an existing association. Stations have the option of using an authentication service to
establish the identity of other stations. Stations also have the option of using a privacy
service that prevents the contents of messages from being read by anyone other than
the intended recipient(s).
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The dynamic nature of the LAN topologies under the scope of the IEEE 802.11
implies several fundamental differences between wireless and wired LANs. In wired
LANs the MAC address specifies the physical location of a station, since users are
stationary. In wireless LANs, the MAC address identifies the station but not the location,
since the standard assumes that stations can be portable or mobile. A station is portable if
it can move from one location to another but remains fixed while in use. A mobile station
moves while in use. The 802.11 MAC sublayer is required to present the same set of
standard services that other IEEE 802 LANs present to the LLC. This requirement
implies that mobility has to be handled within the MAC sublayer.

6.10.2 Frame Structure and Addressing

IEEE 802.11 supports three types of frames: management frames, control frames, and
data frames. The management frames are used for station association and disassociation
with the AP, timing and synchronization, and authentication and deauthentication. Con-
trol frames are used for handshaking and for positive acknowledgments during the data
exchange. Data frames are used for the transmission of data. The MAC header provides
information on frame control, duration, addressing, and sequence control. Figure 6.67
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FIGURE 6.67 IEEE 802.11 frame structure.
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shows that the format of the MAC frame consists of a MAC header, a frame body, and
a CRC checksum.

The frame control field in the MAC header is 16 bits long, and it specifies the
following items:

• The 802.11 protocol version (the current version is 0).
• The type of frame, that is, management (00), control (01), or data (10).
• The subtype within a frame type, for example, type = “management,” subtype =

“association request” or type = “control,” subtype = “ACK.”
• The To DS field is set to 1 in Data type frames destined for the DS, including Data

type frames from a station associated with the AP that have broadcast or multicast
addresses.

• The From DS field is set to 1 in Data type frames exiting the distribution system.
• The More Fragments field is set to 1 in frames that have another fragment of the

current MSDU to follow.
• The Retry field is set to 1 in Data or Management type frames that are retransmissions

of an earlier frame; this helps the receiver deal with duplicate frames.
• The Power Management bit is set to indicate the power management mode of a

station.
• The More Data field is set to 1 to indicate to a station in power save mode that more

MSDUs are buffered for it at the AP.
• The Wired Equivalent Privacy (WEP) field is set to 1 if the frame body field contains

information that has been processed by the cryptographic algorithm.

The Duration/ID field in the MAC header is 16 bits long and is used in two ways.
It usually contains a duration value (net allocation vector) that is used in the MAC
protocol. The only exception is in Control type frames of subtype PS-Poll, where this
field carries the ID of the station that transmitted the frame.

The use of the four Address fields is specified by the To DS and From DS fields in
the Frame Control field as shown in Figure 6.67. Addresses are 48-bit-long IEEE 802
MAC addresses and can be individual or group (multicast/broadcast). The Address 1
field in this case contains the destination address. The BSS identifier (BSS ID) is a
48-bit field of the same format as IEEE 802 MAC addresses, uniquely identifies a BSS,
and is given by the MAC address of the station in the AP of the BSS. The destination
address is an IEEE MAC individual or group address that specifies the MAC entity
that is the final recipient of the MSDU that is contained in the Frame Body field.
The source address is a MAC individual address that identifies the MAC entity from
which the MSDU originated. The receiver address is a MAC address that identifies the
intended immediate recipient station for the MAC PDU (MPDU) in the Frame Body
field. The transmitter address is a MAC individual address that identifies the station that
transmitted the MPDU contained in the frame body field. This description is confusing
so let’s consider the four cases shown in the figure.

• To DS = 0, From DS = 0. This case corresponds to the transfer of a frame from one
station in the BSS to another station in the same BSS. The stations in the BSS look
at the Address 1 field to see whether the frame is intended for them. The Address 2
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field contains the address that the ACK frame is to be sent to. The Address 3 field
specifies the BSS ID.

• To DS = 0, From DS = 1. This case corresponds to the transfer of a frame from the
DS to a station in the BSS. The stations in the BSS look at the Address 1 field to see
whether the frame is intended for them. The Address 2 field contains the address that
the ACK frame is to be addressed to, in this case the AP. The Address 3 field specifies
the source address.

• To DS = 1, From DS = 0. This case corresponds to the transfer of a frame from a
station in the BSS to the DS. The stations in the BSS, including the AP, look at the
Address 1 field to see whether the frame is intended for them. The Address 2 field
contains the address that the ACK frame is to be addressed to, in this case the source
address. The Address 3 field specifies the destination address that the distribution
system is to deliver the frame to.

• To DS = 1, From DS = 1. This special case applies when we have a wireless distribu-
tion system (WDS) transferring frames between BSSs. The Address 1 field contains
the receiver address of the station in the AP in the WDS that is the next immediate
intended recipient of the frame. The Address 2 field contains the destination address
of the station in the AP in the WDS that is transmitting the frame and should receive
the ACK. The Address 3 field specifies the destination address of the station in the
ESS that is to receive the frame, and the Address 4 field specifies the source address
of the station in the ESS that originated the frame.

The Sequence Control field is 16 bits long, and it provides 4 bits to indicate the
number of each fragment of an MSDU and 12 bits of sequence numbering for a sequence
number space of 4096. The Frame Body field contains information of the type and
subtype specified in the Frame Control field. For Data type frames, the Frame Body
field contains an MSDU or a fragment of an MSDU. Finally, the CRC field contains
the 32-bit cyclic redundancy check calculated over the MAC header and Frame Body
field.

6.10.3 Medium Access Control

The MAC sublayer is responsible for the channel access procedures, protocol data unit
(PDU) addressing, frame formatting, error checking, and fragmentation and reassembly
of MSDUs. The MAC layer also provides options to support security services through
authentication and privacy mechanisms. MAC management services are also defined
to support roaming within an ESS and to assist stations in power management.

The IEEE 802.11 MAC protocol is specified in terms of coordination functions that
determine when a station in a BSS is allowed to transmit and when it may be able to
receive PDUs over the wireless medium. The distributed coordination function (DCF)
provides support for asynchronous data transfer of MSDUs on a best-effort basis. Under
this function, the transmission medium operates in the contention mode exclusively,
requiring all stations to contend for the channel for each packet transmitted. IEEE 802.11
also defines an optional point coordination function (PCF), which may be implemented
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by an AP, to support connection-oriented time-bounded transfer of MSDUs. Under
this function, the medium can alternate between the contention period (CP), during
which the medium uses contention mode, and a contention-free period (CFP). During
the CFP, the medium usage is controlled by the AP, thereby eliminating the need for
stations to contend for channel access.

DISTRIBUTED COORDINATION FUNCTION
The distributed coordination function (DCF) is the basic access method used to
support asynchronous data transfer on a best-effort basis. All stations are required to
support the DCF. The access control in ad hoc networks uses only the DCF. Infrastruc-
ture networks can operate using just the DCF or a coexistence of the DCF and PCF.
The 802.11 MAC architecture is depicted in Figure 6.68, which shows that the DCF
sits directly on top of the physical layer and supports contention services. Contention
services imply that each station with an MSDU queued for transmission must contend
for the channel and, once the given MSDU is transmitted, must recontend for the chan-
nel for all subsequent frames. Contention services are designed to promote fair access
to the channel for all stations.

The DCF is based on the carrier sensing multiple access with collision avoidance
(CSMA-CA) protocol. Carrier sensing involves monitoring the channel to determine
whether the medium is idle or busy. If the medium is busy, it makes no sense for a
station to transmit its frame and cause a collision and waste bandwidth. Instead the
station should wait until the channel becomes idle. When this happens, there is another
problem: Other stations may have also been waiting for the channel to become idle. If
the protocol is to transmit immediately after the channel becomes idle, then collisions
are likely to occur; and because collision detection is not possible, the channel will be
wasted for an entire frame duration. A solution to this problem is to randomize the times
at which the contending stations attempt to seize the channel. This approach reduces
the likelihood of simultaneous attempts and hence the likelihood that a station can seize
the channel.

Figure 6.69 shows the basic CSMA-CA operation. All stations are obliged to remain
quiet for a certain minimum period after a transmission has been completed, called the
interframe space (IFS). The length of the IFS depends on the type of frame that
the station is about to transmit. High-priority frames must only wait the short IFS
(SIFS) period before they contend for the channel. Frame types that use SIFS include

Contention-free service

Point coordination
function

Distribution coordination function
(CSMA-CA)

MAC

Physical

Contention service FIGURE 6.68 IEEE 802.11 MAC
architecture.
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ACK frames, CTS frames, data frames of a segmented MSDU, frames from stations
that are responding to a poll from an AP, and any frame from an AP during the CFP.
All of these frame types complete frame exchanges that are already in progress. The
PCF interframe space (PIFS) is intermediate in duration and is used by the PCF to
gain priority access to the medium at the start of a CFP. The DCF interframe space
(DIFS) is used by the DCF to transmit data and management MDPUs.

A station is allowed to transmit an initial MPDU under the DCF method if the sta-
tion detects the medium idle for a period DIFS or greater. However, if the station detects
the medium busy, then it must calculate a random backoff time to schedule a reattempt.
A station that has scheduled a reattempt monitors the medium and decrements a counter
each time an idle contention slot transpires. The station is allowed to transmit when its
backoff timer expires during the contention period. If another station transmits during
the contention period before the given station, then the backoff procedure is suspended
and resumed the next time a contention period takes place. When a station has suc-
cessfully completed a frame transmission and has another frame to transmit, the station
must first execute the backoff procedure. Stations that had already been contending
for the channel tend to have smaller remaining backoff times when their timers are
resumed, so they tend to access the medium sooner than stations with new frames to
transmit. This behavior introduces a degree of fairness in accessing the channel.

A handshake procedure was developed to operate with CSMA-CA when there is
a hidden-station problem. Figure 6.70 shows that if a station, say, A, wants to send
a data frame to station B, station A first sends a request-to-send (RTS) frame. If
station B receives the RTS frame, then B issues a clear-to-send (CTS) frame. All
stations within range of B receive the CTS frame and are aware that A has been given
permission to send, so they remain quiet while station A proceeds with its data frame
transmission. If the data frame arrives without error, station B responds with an ACK.
In this manner CSMA-CA coordinates stations, even in the presence of hidden stations,
so that collisions are avoided. It is still possible for two stations to send RTS frames at
the same time so that they collide at B. In this case the stations must execute a backoff
to schedule a later attempt. Note that having RTS frames collide is preferable to having
data frames collide, since RTS frames are much shorter than data frames. For example,
RTS is 20 bytes and CTS is 14 bytes, whereas an MPDU can be 2300 bytes long.

In IEEE 802.11, carrier sensing is performed at both the air interface, referred to
as physical carrier sensing, and at the MAC sublayer, referred to as virtual carrier
sensing. Physical carrier sensing detects the presence of other IEEE 802.11 stations by
analyzing all detected frames and also detects activity in the channel via relative signal
strength from other sources. Virtual carrier sensing is used by a source station to inform
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all other stations in the BSS of how long the channel will be utilized for the successful
transmission of a MPDU. The source stations set the duration field in the MAC header
of data frames or in RTS and CTS control frames. The duration field indicates the
amount of time (in microseconds) after the end of the present frame that the channel
will be utilized to complete the successful transmission of the data or management
frame. Stations detecting a duration field in a transmitted MSDU adjust their network
allocation vector (NAV), which indicates the amount of time that must elapse until the
current transmission is complete and the channel can be sampled again for idle status.
The channel is marked busy if either the physical or virtual carrier-sensing mechanism
indicates that the channel is busy.

Figure 6.71 is a timing diagram that illustrates the successful transmission of a
data frame. When the data frame is transmitted, the duration field of the frame lets all
stations in the BSS know how long the medium will be busy. All stations hearing the
data frame adjust their NAV based on the duration field value, which includes the SIFS
interval and the acknowledgment frame following the data frame.

Figure 6.72 illustrates the transmission of an MPDU using the RTS/CTS mecha-
nism. Stations can choose to never use RTS/CTS, to use RTS/CTS whenever the MSDU
exceeds the value of RTS Threshold (which is a manageable parameter), or to always
use RTS/CTS. If a collision occurs with an RTS or CTS MPDU, far less bandwidth is
wasted in comparison to a large data MPDU. However, for a lightly loaded medium
the overhead of the RTS/CTS frame transmissions imposes additional delay.

Wireless channels cannot handle very long transmissions due to their relatively
large error rates. Large MSDUs handed down from the LLC to the medium access
control may require fragmentation to increase transmission reliability. To determine
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whether to perform fragmentation, MDPUs are compared to the manageable
parameter, Fragmentation Threshold. If the MPDU size exceeds the value of
Fragmentation Threshold, then the MSDU is broken into multiple fragments.

The collision avoidance portion of CSMA-CA is performed through a random
backoff procedure. If a station with a frame to transmit initially senses the channel to
be busy, then the station waits until the channel becomes idle for a DIFS period and then
computes a random backoff time. For IEEE 802.11 time is slotted in time periods that
correspond to a Slot Time. The Slot Time used in IEEE 802.11 is much smaller than
an MPDU and is used to define the IFS intervals and to determine the backoff time for
stations in the CP. The random backoff time is an integer value that corresponds to a
number of time slots. Initially, the station computes a backoff time uniformly in the
range 0 to 7. When the medium becomes idle after a DIFS period, stations decrement
their backoff timer until either the medium becomes busy again or the timer reaches
zero. If the timer has not reached zero and the medium becomes busy, the station freezes
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its timer. When the timer is finally decremented to zero, the station transmits its frame.
If two or more stations decrement to zero at the same time, then a collision will occur
and each station will have to generate a new backoff time in the range 0 to 15. For each
retransmission attempt, the number of available backoff slots grows exponentially as
22+i . The idle period after a DIFS period is referred to as the contention window (CW).

The operation of the DCF includes mechanisms for dealing with lost or errored
frames. Receiving stations are required to transmit an ACK frame if the CRC of the
frame they receive is correct. The sending station expects an ACK frame and interprets
the failure to receive such a frame as an indication of loss of the frame. Note, however,
that the lack of an ACK frame may also be due to loss of the ACK frame itself, not
the original data frame. The sending station maintains an ACK Timeout, equal to an
ACK frame time plus a SIFS, for each data frame. If the ACK is not received, the station
executes the backoff procedure to schedule a reattempt time. Receiver stations use the
sequence numbers in the frame to detect duplicate frames. 802.11 does not provide
MAC-level recovery for the broadcast of multicast frames except when these frames
are sent with the To DS bit set.

POINT COORDINATION FUNCTION
The point coordination function (PCF) is an optional capability that can be used
to provide connection-oriented, contention-free services by enabling polled stations
to transmit without contending for the channel. The PCF function is performed by the
point coordinator (PC) in the AP within a BSS. Stations within the BSS that are capable
of operating in the CFP are known as CF-aware stations. The method by which polling
tables are maintained and the polling sequence is determined by the PC is left to the
implementor.

The PCF is required to coexist with the DCF and logically sits on top of the DCF
(see Figure 6.68). The CFP repetition interval (CFP Rate) determines the frequency
with which the PCF occurs. Within a repetition interval, a portion of the time is allotted
to contention-free traffic, and the remainder is provided for contention-based traffic.
The CFP repetition interval is initiated by a beacon frame, where the beacon frame is
transmitted by the AP. One of the AP’s primary functions is synchronization and timing.
The duration of the CFP repetition interval is a manageable parameter that is always
an integer-multiple number of beacon frames. Once the CFP Rate is established, the
duration of the CFP is determined. The maximum size of the CFP is determined by
the manageable parameter, CFP Max Duration. At a minimum, time must be allotted
for at least one MPDU to be transmitted during the CP. It is up to the AP to determine
how long to operate the CFP during any given repetition interval. If traffic is very light,
the AP may shorten the CFP and provide the remainder of the repetition interval for
the DCF. The CFP may also be shortened if DCF traffic from the previous repetition
interval carries over into the current interval. The maximum amount of delay that can be
incurred is the time it takes to transmit an RTS/CTS handshake, maximum MPDU, and
an acknowledgment. Figure 6.73 is a sketch of the CFP repetition interval, illustrating
the coexistence of the PCF and DCF.

At the nominal beginning of each CFP repetition interval, the so-called target
beacon transmission time (TBTT), all stations in the BSS update their NAV to the
maximum length of the CFP (i.e., CFP Max Duration). During the CFP, stations may
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FIGURE 6.73 Point coordination frame transfer.

transmit only to respond to a poll from the PC or to transmit an acknowledgment one
SIFS interval after receipt of an MPDU. At the nominal start of the CFP, the PC senses
the medium. If the medium remains idle for a PIFS interval, the PC transmits a beacon
frame to initiate the CFP. In case the CFP is lightly loaded, the PC can foreshorten
the CFP and provide the remaining bandwidth to contention-based traffic by issuing a
CF-End or CF-End + ACK control frame. This action causes all stations that receive
the frame in the BSS to reset their NAV values.

RTS/CTS frames are not used by the point coordinator or by CF-aware stations
during the CFP. After the PC issues a poll, the intended CF-aware station may transmit
one frame to any station as well as piggyback an ACK of a frame received from the PC
by using the appropriate subtypes of a Data type frame. When a frame is transmitted
to a non-CF-aware station, the station sends its ACK using DCF rules. The PC keeps
control of the medium by only waiting the PIFS duration before proceeding with its
contention-free transmissions.

◆ 6.10.4 Physical Layers

The IEEE 802.11 LAN has several physical layers defined to operate with its MAC layer.
Each physical layer is divided into two sublayers that correspond to two protocol
functions as shown in Figure 6.74. The physical layer convergence procedure (PLCP)
is the upper sublayer, and it provides a convergence function that maps the MPDU into
a format suitable for transmission and reception over a given physical medium. The
physical medium dependent (PMD) sublayer is concerned with the characteristics
and methods for transmitting over the wireless medium.

Figure 6.74 shows that the MPDU is mapped into a PLCP frame that consists of
three parts. The first part is a preamble that provides synchronization and start-of-frame
information. The second part is a PLCP header that provides transmission bit rate and
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FIGURE 6.74 IEEE 802.11 physical layer has two sublayers, PLCP and PMD.

other initialization information as well as frame-length information and a CRC. The
third part consists of the MPDU possibly modified (scrambled) to meet requirements of
the transmission system. The specific structure of each PLCP depends on the particular
physical layer definition. We next discuss three original physical layers that have been
defined for IEEE 802.11, followed by recent extensions.

FREQUENCY-HOPPING SPREAD SPECTRUM
FOR THE 2.4 GHZ ISM BAND
Spread spectrum transmission is a form of digital modulation technique that takes a
data signal of certain bit rate and modulates it onto a transmitted signal of much larger
bandwidth. In essence, spread spectrum systematically spreads the energy of the data
signal over a wide frequency band.17 The spread spectrum receiver uses its knowledge
of how the spreading was done to compress the received signal and recover the original
data signal. Spread spectrum provides great robustness with respect to interference
as well as other transmission impairments such as fading that results from multipath
propagation. Frequency hopping is one type of spread spectrum technique.

Frequency hopping involves taking the data signal and modulating it so that the
modulated signal occupies different frequency bands as the transmission progresses.
It is analogous to transmitting a song over a large number of FM radio channels. To
recover the signal, the receiver must know the sequence of channels that it should tune
to as well as the “dwell” time in each channel. The obvious question is, Why not give
each user its own dedicated channel? One reason is that multipath fading affects narrow
frequency bands so some of the channels exhibit very poor transmission. Frequency
hopping minimizes the time spent on each channel.

The 802.11 frequency-hopping physical layer standard uses 79 nonoverlapping
1 MHz channels to transmit a 1 Mbps data signal over the 2.4 GHz ISM band. An
option provides for transmission at a rate of 2 Mbps. This band occupies the range
2400 to 2483.5 MHz, providing 83.5 MHz of bandwidth. A channel hop occurs every

17Spread spectrum technique is used in CDMA, which is discussed in Section 6.4.3.
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224 microseconds. The standard defines 78 hopping patterns that are divided into three
sets of 26 patterns each. Each hopping pattern jumps a minimum of six channels in each
hop, and the hopping sequences are derived via a simple modulo 79 calculation. The
hopping patterns from each set collide three times on the average and five times in the
worst case over a hopping cycle. Each 802.11 network must use a particular hopping
pattern. The hopping patterns allow up to 26 networks to be colocated and still operate
simultaneously.

Figure 6.75 shows the format of the PLCP frame. The PLCP preamble starts with
80 bits of 0101 synchronization pattern that the receiver uses to detect the presence
of a signal and to acquire symbol timing. The preamble ends with a 16-bit start frame
delimiter that consists of the pattern 0000 1100 1011 1101. The PLCP header consists
of a 12-bit PLCP PDU length indicator that allows for PLCP total lengths of up to
4095 bytes. The PLCP header also contains a four-bit field in which the first three bits
are reserved and the last bit indicates operation at 1 Mbps or 2 Mbps. The last 16 bits
of the PLCP header are a 16-bit CRC using the CCITT-16 generator polynomial that
covers the preceding 16 bits in the header. The PLCP header is always transmitted at
the base rate of 1 Mbps. The PLCP PDU is formed by scrambling the binary sequence
of the MPDU and converting it into the sequence of symbols that are suitable for the
frequency shift keying modulation scheme that is used in the frequency hopping.

When we discussed the 802.11 medium access control, we found that the operation
depended on the values of certain key time parameters. In Table 6.6 we show the default
values of some of the key parameters for the frequency-hopping physical layer.

TABLE 6.6 Default time parameters in IEEE 802.11 frequency-hopping spread spectrum
physical layer.

Parameter Value µsec Definition

Air propagation time 1 Time for transmitted signal to go from transmitter to
receiver.

RxTx turnaround time 20 Time for a station to transmit a symbol after request from
MAC.

CCA assessment time 29 Time for the receiver to determine the state of the
channel.

Slot time 50 Time used by MAC to determine PIFS and DIFS periods
= CCA assessment + RxTx turnaround + air
propagation.

SIFS time 28 +2/−3 Time required by MAC and physical sublayers to receive
the last symbol of a frame at the air interface, process the
frame, and respond with the first symbol of a preamble on
the air interface.

Preamble length 96 Time to transmit the PLCP preamble.
PLCP header 32 Time required to transmit the PLCP header.
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DIRECT SEQUENCE SPREAD SPECTRUM FOR THE 2.4 GHZ ISM BAND
Direct sequence spread spectrum (DSSS) is another method for taking a data signal of
a given bit rate and modulating it into a signal that occupies a much larger bandwidth.
DSSS represents each data 0 and 1 by the symbols −1 and +1 and then multiplies
each symbol by a binary pattern of +1s and −1s to obtain a digital signal that varies
more rapidly and hence occupies a larger frequency band. The IEEE 802.11 DSSS
physical layer uses a particularly simple form as shown in Figure 6.76: Each binary
data bit results in the transmission of plus or minus the polarity of the 11-chip Barker
sequence. The term chip is used to distinguish the time required to transmit a +1 or
−1 signal element from the time required to transmit a data bit (= 11 chip times). The
Barker sequence provides good immunity against interference and noise as well as
some protection against multipath propagation.

The DSSS transmission system in 802.11 takes the 1 Mbps data signal and converts
it into an 11 Mbps signal using binary phase-shift keying (BPSK) modulation. Eleven
channels have been defined to operate in the 2.4 GHz ISM band in the United States.
Nine channels have been defined to operate in the 2.4 GHz band in Europe. Channels
can operate without interfering with each other if their center frequencies are separated
by at least 30 MHz. The 802.11 DSSS physical layer also defines an option for 2 Mbps
operation using quaternary PSK (QPSK).

Figure 6.77 shows the format of the PLCP frame. The PLCP preamble starts with
128 scrambled bits of synchronization that the receiver uses to detect the presence of

Service Length Payload data

PLCP preamble

128 bits 16 8 16 16 Variable length

PLCP header

CRC

8

Signal
Start frame
delimiter

Sync

FIGURE 6.77 Direct sequence spread spectrum PLCP frame format.
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TABLE 6.7 Default time parameters in IEEE 802.11 direct sequence spread spectrum
physical layer.

Parameter Value µsec Definition

RxTx turnaround time <5 Time for a station to transmit a symbol after request
from MAC.

CCA assessment time <15 Time for the receiver to determine the state of the
channel.

Slot time 20 Time used by MAC to determine PIFS and DIFS
periods = CCA assessment + RxTx turnaround + air
propagation.

SIFS time 10 Time required by MAC and physical sublayers to receive
the last symbol of a frame at the air interface, process the
frame, and respond with the first symbol of a preamble on
the air interface.

Preamble length 144 bits Time to transmit the PLCP preamble.
PLCP header 48 bits Time required to transmit the PLCP header.

a signal. The preamble ends with a 16-bit start frame delimiter (hF3A0) that is used
for bit synchronization. The PLCP header consists of an 8-bit signal field that indicates
to the physical layer the modulation that is to be used for transmission and reception
of the MPDU (h0A for 1 Mbps BPSK, h14 for 2 Mbps QPSK); an 8-bit service field
that is reserved for future use; a 16-bit field that indicates the number of bytes in the
MPDU, from 4 to 216; and a 16-bit CRC using the CCITT-16 generator polynomial.
The PLCP header is always transmitted at the base rate of 1 Mbps.

The 802.11 MAC operation depends on the values of certain key time parame-
ters. In Table 6.7 we show the default values of some of the key parameters for the
DSSS physical layer.

INFRARED PHYSICAL LAYER
The IEEE 802.11 infrared physical layer operates in the near-visible light range of 850
to 950 nanometers. Diffuse transmission is used so the transmitter and receivers do
not have to point to each other. The transmission distance is limited to the range 10
to 20 meters, and the signal is contained by walls and windows. This feature has the
advantage of isolating the transmission systems in different rooms. The system cannot
operate outdoors.

The transmission system uses pulse-position modulation (PPM) in which the binary
data is mapped into symbols that consist of a group of slots. The 1 Mbps data system
uses a 16 L-PPM slot that uses “symbols” that consist of 16 time slots and in which
only 1 slot can contain a pulse. A slot is 250 nanoseconds in duration. The modulation
takes four data bits to determine an integer in the range 1 to 16, which determines the
corresponding symbol. The 2 Mbps data system uses a 4 L-PPM in which groups of
two data bits are mapped into symbols that consist of four slots.

Figure 6.78 shows the format of the PLCP frame. The PLCP preamble starts with
a minimum of 57 and a maximum of 73 L-PPM slots of alternating presence and
absence of pulse in consecutive slots, which must terminate in the absence of pulse.
The receiver uses this sequence to perform slot synchronization and other optional
initialization procedures. The preamble ends with a 4 L-PPM slot start frame delimiter
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DC level
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PLCP preamble
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FIGURE 6.78 Infrared PLCP frame format.

(1001) to indicate the start of frame and to perform bit and symbol synchronization.
The PLCP header consists of a 3 L-PPM slot data rate field to indicate the data rate
(000 for 1 Mbps; 001 for 2 Mbps); a 32 L-PPM slot sequence of pulses that stabilizes
the DC level of the received signal; a 16-bit integer (modulated using L-PPM) that
indicates the length of the PSDU; and a 16-bit CRC calculated over the length field
using the CCITT-16 generator polynomial and modulated using L-PPM. The PSDU
field consists of 0 to 2500 octets modulated using the L-PPM format. The PLCP length,
CRC, and PSDU fields can be transmitted at either 1 Mbps or 2 Mbps. The fields prior
to these are defined in terms of slots, not symbols.

The 802.11 MAC operation depends on the values of certain key time parameters.
In Table 6.8 we show the default values of some of the key parameters for the infrared
physical layer.

PHYSICAL-LAYER EXTENSIONS
The original physical layer, which provides 1 Mbps and 2 Mbps data rates, was perceived
as being too slow for many applications. To support high data rates, the IEEE later
defined a physical-layer extension for high-rate DSSS operating at the 2.4 GHz band,
which is specified in IEEE 802.11b (also known as “WiFi” in the industry). Instead of
using the Barker sequence to encode each data bit into an 11-chip Barker sequence as
in the original 802.11, the 802.11b uses complementary code keying (CCK) consisting
of 64 eight-chip code words. Each of the 64 code words can be used to encode six data
bits. The CCK code word can be modulated with 2-Mbps QPSK to support a data rate
of 11 Mbps.

TABLE 6.8 Default time parameters in IEEE 802.11 infrared physical layer.

Parameter Value µsec Definition

RxTx turnaround time 0 Time for a station to transmit a symbol after request
from MAC.

CCA assessment time 5 Time for the receiver to determine the state of the
channel.

Slot time 6 Time used by MAC to determine PIFS and DIFS periods
= CCA assessment + RxTx turnaround + air
propagation

SIFS time 7 Time required by MAC and physical sublayers to receive
the last symbol of a frame at the air interface, process the
frame, and respond with the first symbol of a preamble on
the air interface.
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The IEEE also defined another extension, called 802.11a, which operates at the
5 GHz band and supports data rates up to 54 Mbps. The modulation scheme in the
802.11a system uses orthogonal frequency-division multiplexing consisting of eight
nonoverlapping 20-MHz channels. Each channel in turn is divided into 52 subcarriers
that are modulated using BPSK, QPSK, or QAM. Because the 802.11a uses a completely
different modulation scheme than the original 802.11 or the 802.11b, this implies that
the 802.11a will not interoperate with the other physical layers.

BLUETOOTH, WIRELESS 802.11 LANS, AND 3G NETWORKS
These three emerging wireless standards cover distinct but overlapping applications.
The Bluetooth standard was developed as a low-cost wireless replacement for the
wiring that interconnects telephones, computers, peripheral devices, and personal
devices such as PDAs, electronic games, and DVD players. The Bluetooth physical
layer operates in the 2.4 GHz band and uses frequency-hopping spread spectrum
across 79 frequencies that are 1 MHz apart to provide full duplex transmission at
speeds up to 700 kbps between devices separated by up to 10 meters. The Bluetooth
standards enable multiple devices to be interconnected into a so-called personal area
network. For example, a PDA could be continuously connected via Bluetooth to a
laptop computer, which in turn may be connected to an 802.11 wireless LAN in
airport lounge. Information can flow continuously from PDA to the laptop and on to
the Internet, for example, in the exchange of e-mail, electronic calendar transactions,
or game moves. When the user transfers to a taxi, the PDA and laptop can continue
to be interconnected to the Internet from the laptop to a 3G cellular data network.
The connectivity can return to a wireless LAN when the user enters her residence
or business. Neat huh?

6.11 LAN BRIDGES AND ETHERNET SWITCHES

There are several ways of interconnecting networks. When two or more networks are
interconnected at the physical layer, the type of device is called a repeater. When two
or more networks are interconnected at the MAC or data link layer, the type of device
is called a bridge.18 When two or more networks are interconnected at the network
layer, the type of device is called a router. Interconnection at higher layers is done less
frequently. The device that interconnects networks at a higher level is usually called a
gateway. Gateways usually perform some protocol conversion and security functions.
In this section we focus on bridges.

When range extension is the only problem, repeaters may solve the problem as
long as the maximum distance between two stations is not exceeded. Local area net-

18The term “LAN bridge” that is found in standards is often referred to as “LAN switch” in the industry. In
this the two are synonymous.
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works (LANs) that involve sharing of media, such as Ethernet and token ring, can only
handle up to some maximum level of traffic. As the number of stations in the LAN
increases, or as the traffic generated per station increases, the amount of activity in the
medium increases until it reaches a saturation point. As we saw earlier in this chapter,
the point at which saturation occurs depends on the particular MAC protocol as well
as the ratio a of delay-bandwidth product to frame size. Figure 6.51 (page 429) shows
a typical performance curve for a LAN system. Since the collision domain of LANs
connected through repeaters is the entire network, repeaters do not solve the LAN satu-
ration problem. An approach to improve the saturation problem is to segment the entire
network into multiple collision domains. Each domain consists of a group of stations
in a single LAN, and a bridge interconnects multiple LANs to form a bridged LAN or
an extended LAN.

Another typical scenario involves large organizations in which LANs are initially
introduced by different departments to meet their particular needs. Eventually, the need
arises to interconnect these departmental LANs to enable the exchange of information
and the sharing of certain resources. This scenario is frequently complicated by the
following factors:

1. The departmental LANs use different network layer protocols that are packaged
with the applications that they require.

2. The LANs may be located in different buildings.
3. The LANs differ in type.

These three requirements can be met by bridges. Because bridges exchange frames
at the data link layer, the frames can contain any type of network layer PDUs. If
necessary, bridges can be connected by point-to-point links. However, we have seen that
the MAC PDUs do differ in structure in operation and in the size of the frames they allow,
and so at the very least, the third requirement involves some form of frame conversion
process. By extending the LAN, bridges provide the plug-and-play convenience of
operating a single LAN. However, bridges need to deal with security and broadcast
storm concerns.

LANs originally assume an element of trust between the users in the LAN. As
a LAN grows, this assumption breaks down, and security concerns become promi-
nent. The fact that most LANs are broadcast in nature implies that eavesdropping can
be done easily by operating the NIC in promiscuous mode where every frame in the
LAN is captured and examined. This behavior opens the door for the various security
threats that are discussed in Chapter 11. Bridges can contribute to this problem by
extending the reach of users. However, bridges can also help deal with security prob-
lems because of their ability to filter frames. By examining the contents of frame and
packet headers, bridges can control the flow of traffic allowed in and out of a given
LAN segment.

LANs inherently involve the broadcasting of frames in the shared medium. A
problem in all LANs is that a faulty station may become stuck sending broadcast
traffic, and this situation can bring down the entire LAN. The problem becomes more
severe with the introduction of bridges that can potentially distribute these broadcast
frames over all segments of the LAN.
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LAN1

Bridge

LAN2

S1 S2 S3

S6S5S4

FIGURE 6.79 A bridged LAN.

Consider two LANs connected by a bridge, as shown in Figure 6.79. When station 1
transmits a frame to station 3 (local traffic), the frame is broadcast only on LAN1.
The bridge can prevent the signal from propagating to LAN2 because it knows that
station 3 is connected to the same LAN as station 1. If station 1 transmits a frame to
a remote station, say, station 5, then both LAN1 and LAN2 will be busy during the
frame transmission. Thus if most traffic is local, the load on each LAN will be reduced.
In contrast, if the bridge is replaced with a repeater, both LANs will be busy when a
station is transmitting a frame, independent of where the destination station is.

To have a frame filtering capability, a bridge has to monitor the MAC address of
each frame. For this reason, a bridge cannot work with physical layers. On the other
hand, a bridge does not perform a routing function, which is why a bridge is a layer 2
relay. Because bridges are mostly used for extending LANs of the same type, they
usually operate at the MAC layer as shown in Figure 6.80.

Two types of bridges are widely used: transparent bridges and source routing
bridges. Transparent bridges are typically used in Ethernet LANs, whereas source
routing bridges are typically used in token-ring and FDDI networks.

Physical

Network

Bridge

MAC

Physical

MAC

LLC

MAC

Physical

Network

LLC

MAC

Physical

FIGURE 6.80 Interconnection by a bridge.
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6.11.1 Transparent Bridges

Transparent bridges were defined by the IEEE 802.1d committee. The term transparent
refers to the fact that stations are completely unaware of the presence of bridges in the
network. Thus introducing a bridge does not require the stations to be reconfigured. A
transparent bridge performs the following three basic functions:

1. Forwards frames from one LAN to another.
2. Learns where stations are attached to the LAN.
3. Prevents loops in the topology.

A transparent bridge is configured in a promiscuous mode so that each frame,
independent of its destination address, can be received by its MAC layer for further
processing. Ethernet switches are simply multiport transparent bridges for intercon-
necting stations using Ethernet links.

BRIDGE LEARNING
When a frame arrives on one of its ports, the bridge has to decide whether to forward
the incoming frame to another port based on the destination address of the frame. To
do so, the bridge needs a table to indicate which side of the port the destination station
is attached to, whether indirectly or directly. The table is called a forwarding table,
or forwarding database, and associates each station address with a port number, as
shown in Table 6.9. In practice, the table can have a few thousand entries to handle an
interconnection of multiple LANs.

The question then is how the entries in the forwarding table are filled. One way is
to have the network administrator record these entries and load them up during system
startup. Although this approach is theoretically possible, it is not desirable in practice,
as it requires the system administrator to change the entry manually when a station is
moved from one LAN to another and when a new station is added or removed. It turns
out that there is a simple and elegant way for a bridge to “learn” the location of the
stations as it operates and to build the forwarding table automatically.

We first look at the basic learning process that is used by the bridge. Further
improvements are needed to handle the dynamics of the network. The basic process
works as follows. When a bridge receives a frame, the bridge first compares the source
address of the frame with each entry in the forwarding table. If the bridge does not
find a match, it adds to the forwarding table the source address together with the port
number on which the frame was received. The bridge then compares the destination
address of the frame with each entry in the forwarding table. If the bridge finds a match,
it forwards the frame to the port indicated in the entry; however, if the port is the one
on which the frame was received, no forwarding is required and the frame is discarded.

TABLE 6.9 Forwarding table (with no data).

MAC address Port
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LAN1

Port 1

Address Port Address Port

Port 2 Port 1 Port 2
B1 B2

LAN2 LAN3

S1 S2 S3 S4 S5

FIGURE 6.81 Bridge learning: initial configuration.

If the bridge does not find a match, the bridge “floods” the frame on all ports except
the one on which the frame was received.

To see how bridges use this procedure to learn station locations, consider an example
of a bridged LAN comprising three LANs, as shown in Figure 6.81. Assume that
the forwarding tables are initially empty. Suppose now S1 (station 1) sends a frame
to S5. The frame carries the MAC address of S5 as the destination address and the
MAC address of S1 as the source address. When B1 (bridge 1) receives the frame, it
finds the table empty and adds S1’s source address and the port number on which the
frame arrived (which is port 1). The destination address is also not found in the table,
and so the frame is forwarded to port 2 and transmitted on LAN2. When B2 receives
the frame, it performs the same process, adding the source address and forwarding the
frame to LAN3. S5 eventually receives the frame destined to it. Figure 6.82 shows the
current state of both forwarding tables. Both bridges have learned the location of S1.

S1 S5

LAN1

Port 1

Address Port Address Port

Port 2 Port 1 Port 2
B1 B2

LAN2 LAN3

S1 1 S1 1

S1 S2 S3 S4 S5

FIGURE 6.82 S1 sends a frame to S5 allowing bridges 1 and 2 to
‘learn’ the location of S1.
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S3 S2

LAN1

Port 1

Address Port Address Port

Port 2 Port 1 Port 2
B1 B2

LAN2 LAN3

S1 1 S1 1
S3 2 S3 1

S1 S2 S3 S4 S5

FIGURE 6.83 S3 sends a frame to S2 and another address is added.
Frame is sent to all three LANs as B2 still does not know where S2 is.

Next S3 sends a frame to S2. Both B1 and B2 receive the frame, since they are
connected to the same LAN as S3. B1 cannot find the address of S3 in its table, so it adds
(S3, 2) to its table. It then forwards the frame through port 1, which S2 finally receives.
B2 also does not find the source address, adding the new information in its table and
forwarding the frame on LAN 3. The traffic on LAN 3 is wasted, since the destination
is located on the opposite side. But at this point the bridges are still in the learning
process and need to accumulate more information to make intelligent decisions. At the
end of this process, the forwarding tables gain one more entry (see Figure 6.83).

Now assume that S4 sends a frame to S3. First B2 records the address of S4 and
the port number on which the frame arrived, since the address of S4 is not found. Then
B2 checks the destination address of the frame in the forwarding table. The destination
address of the frame matches one of the entries, so the bridge forwards the frame to the
port indicated in the entry (which is port 1). When B1 receives the frame, it adds the
source address and the port number on which the frame arrived into the forwarding
table. The bridge, however, finds the destination address. Because the port number in
the entry is the same as that on which the frame arrived, the frame is discarded and not
transmitted to LAN1. Thus the traffic is confined to LAN2 and LAN3 only. Figure 6.84
shows the forwarding tables after this point.

Now assume that S2 sends a frame to S1. B1 first adds the address of S2 in its
forwarding table. Since the bridge has learned the address of S1, it discards the frame
after finding out that S1 is also connected to the same port. We see that the traffic now
is completely isolated in LAN1. At the same time, transmission can occur on different
LANs without interfering with each other, thus increasing the aggregate throughput.
Note also that because the frame is not transmitted to LAN2, B2 cannot learn the address
of S2, as indicated by its forwarding table in Figure 6.85.

It is now obvious that if the learning process continues indefinitely, both tables
eventually store the address of each station in the bridged LAN. At this point the
bridges stop learning. Unfortunately, nothing stays static in real life. For example,
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S4 S3

LAN1

Port 1

Address Port Address Port

Port 2 Port 1 Port 2
B1 B2

LAN2 LAN3

S1 1 S1 1
S3 2 S3 1
S4 2 S4 2

S1 S2 S3 S4 S5

FIGURE 6.84 S4 sends a frame to S3; traffic is confined to LAN2 and
LAN3 as S3’s address is already learned.

stations may be added to a LAN or moved to another LAN. To have a bridge that can
adapt to the dynamics of the network, we need two additional minor changes. First,
the bridge adds a timer associated with each entry. When the bridge adds an address
to its table, the timer is set to some value (typically on the order of a few minutes).
The timer is decremented periodically. When the value reaches zero, the entry is erased
so that a station that has been removed from the LAN will eventually have its address
removed from the table as well. When the bridge receives a frame and finds that the
source address of the frame matches with the one in the table, the corresponding entry is
“refreshed” so that the address of an active station will be retained in the table. Second,
the bridge could update address changes quickly by performing the following simple
task. When the bridge receives a frame and finds a match in the source address but the

S2 S1

LAN1

Port 1

Address Port Address Port

Port 2 Port 1 Port 2
B1 B2

LAN2 LAN3

S1 1 S1 1
S3 2 S3 1
S4 2 S4 2
S2 1

S1 S2 S3 S4 S5

FIGURE 6.85 S2 sends a frame to S1; as both addresses are now
known, the frame is discarded by B1 thus isolating the traffic to LAN1.
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port number in the entry is different from the port number on which the frame arrived,
the bridge updates the entry with the new port number. Thus a station that has moved
to another LAN will be updated as soon as it transmits.

SPANNING TREE ALGORITHM
The learning process just described works as long as the network does not contain
any loops, meaning that there is only one path between any two LANs. In practice,
however, loops may be created accidentally or intentionally to increase redundancy.
Unfortunately, loops can be disastrous during the learning process, as each frame from
the flooding triggers the next flood of frames, eventually causing a broadcast storm and
bringing down the entire network.

To remove loops in a network, the IEEE 802.1 committee specified an algorithm
called the spanning tree algorithm. If we represent a network with a graph, a spanning
tree maintains the connectivity of the graph by including each node in the graph but
removing all possible loops. This is done by automatically disabling certain bridges. It is
important to understand that these bridges are not physically removed, since a topology
change may require a different set of bridges to be disabled, thus reconfiguring the
spanning tree dynamically.

The spanning tree algorithm requires that each bridge have a unique bridge ID,
each port within a bridge have a unique port ID, and all bridges on a LAN recognize
a unique MAC group address. Together, bridges participating in the spanning tree
algorithm carry out the following procedure:

1. Select a root bridge among all the bridges in the bridged LAN. The root bridge is
the bridge with the lowest bridge ID.

2. Determine the root port for each bridge except the root bridge in the bridged LAN.
The root port is the port with the least-cost path to the root bridge. In case of ties the
root port is the one with lowest port ID. Cost is assigned to each LAN according to
some criteria. One criterion could be to assign higher costs to lower speed LANs.
A path cost is the sum of the costs along the path from one bridge to another.

3. Select a designated bridge for each LAN. The designated bridge is the bridge that
offers the least-cost path from the LAN to the root bridge. In case of ties the desig-
nated bridge is the one with the lowest bridge ID. The port that connects the LAN
and the designated bridge is called a designated port.

Finally, all root ports and all designated ports are placed into a “forwarding” state.
These are the only ports that are allowed to forward frames. The other ports are placed
into a “blocking” state.

EXAMPLE Creating a Spanning Tree

To see how a spanning tree is created by the procedure described above, consider
the topology of a bridged LAN shown in Figure 6.86. For simplicity the bridges are
identified by B1, B2, . . . , B5, and each port ID is indicated by the number in parentheses.
Costs assigned to each LAN are assumed to be equal.
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FIGURE 6.86 Sample topology of a FIGURE 6.87 The corresponding
bridged LAN. spanning topology.

The resulting spanning tree configuration is shown in Figure 6.87. First bridge 1 is
selected as the root bridge, since it has the lowest bridge ID. Next the root port is selected
for each bridge except for B1, as indicated by the letter R. Then the designated bridge
is selected for each LAN, as indicated by the letter D on the corresponding designated
port. Finally, the root ports and the designated ports are put into a forwarding state, as
indicated by the solid lines. The broken lines represent the ports that are in a blocking
state. You should verify that the final topology contains no loops.

The procedure to discover a spanning tree can be implemented by using a dis-
tributed algorithm. To do so, each bridge exchanges special messages called config-
uration bridge protocol data units (configuration BPDUs). A configuration BPDU
contains the bridge ID of the transmitting bridge, the root bridge ID, and the cost of the
least-cost path from the transmitting bridge to the root bridge. Each bridge records
the best configuration BPDU it has so far. A configuration BPDU is “best” if it has
the lowest root bridge ID. If there is a tie, the configuration BPDU is best if it has the
least-cost path to the root bridge. If there is still a tie, the configuration BPDU is best
if it has the lowest bridge ID of the transmitting bridge.

Initially, each bridge assumes that it is the root bridge and transmits configuration
BPDUs periodically on each of its ports. When a bridge receives a configuration BPDU
from a port, the bridge adds the path cost to the cost of the LAN that this BPDU
was received from. The bridge then compares the configuration BPDU with the one
recorded. If the bridge receives a better configuration BPDU, it stops transmitting on
that port and saves the new configuration BPDU. Eventually, only one bridge on each
LAN (the designated bridge) will be transmitting configuration BPDUs on that LAN,
and the algorithm stabilizes.
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FIGURE 6.88 Frame format for source routing.

To detect a bridge failure after the spanning tree is discovered, each bridge main-
tains an aging timer for the saved configuration BPDU, which is incremented pe-
riodically. The timer is reset when the bridge receives a configuration BPDU. If a
designated bridge fails, one or more bridges will not receive the configuration BPDU.
When the timer expires, the bridge starts the algorithm again by assuming that it is the
root bridge, and the distributed algorithm should eventually configure a new spanning
tree.

6.11.2 Source Routing Bridges

Source routing bridges were developed by the IEEE 802.5 committee and are primarily
used to interconnect token-ring networks. Unlike transparent bridges that place the
implementation complexity in bridges, source routing bridges put the burden more on
the end stations. The main idea of source routing is that each station should determine
the route to the destination when it wants to send a frame and therefore include the
route information in the header of the frame. Thus the problem boils down to finding
good routes efficiently.

A source routing frame introduces additional routing information in the frame,
as shown in Figure 6.88. The routing information field is inserted only if the two
communicating stations are on different LANs. The presence of the routing information
field is indicated by the individual/group address (I/G) bit in the source address field.
If the routing information field is present, the I/G bit is set to 1.19 If a frame is sent
to a station on the same LAN, that bit is 0. The routing control field defines the type
of frame, the length of the routing information field, the direction of the route given
by the route designator fields (from left to right or right to left), and the largest frame
supported over the path. The route designator field contains a 12-bit LAN number and
a 4-bit bridge number.

As an example, if S1 (station 1) wants to send a frame to S2 (Figure 6.89), then a
possible route is LAN1→B1→LAN2→B4→LAN4. The bridge number in the final
route designator field is not used. Many more routes are available for this source-
destination pair, making it possible to share the load among several routes or to choose

19The I/G bit was originally defined to indicate a multicast source address. As the bit has never been used for
that purpose, the IEEE 802.5 committee decided to use it for indicating the presence of a routing information
field.
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FIGURE 6.89 LAN interconnection with source routing bridges.

an alternative route if one should fail. In general, when a station wants to transmit a
frame to another station on a different LAN, the station consults its routing table. If the
route to the destination is found, the station simply inserts the routing information into
the frame. Otherwise, the station performs a route discovery procedure. Once the route
is found, the station adds the route information to its routing table for future use.

The basic idea for a station to discover a route is as follows. First the station
broadcasts a special frame, called the single-route broadcast frame. The frame visits
every LAN in the bridged LAN exactly once, eventually reaching the destination station.
Upon receipt of this frame, the destination station responds with another special frame,
called the all-routes broadcast frame, which generates all possible routes back to the
source station. After collecting all routes, the source station chooses the best route and
saves it.

The detailed route discovery procedure is as follows. First the source station trans-
mits the single-route broadcast frame on its LAN without any route designator fields.
To ensure that this frame appears on each LAN exactly once, selected bridges are con-
figured to form a spanning tree, which can be done manually or automatically. When
a selected bridge at the first hop receives a single-route broadcast frame, that bridge
inserts an incoming LAN number, its bridge number, and the outgoing LAN number
to the routing information field and forwards the frame to the outgoing LAN. When a
selected bridge at other hops receives a single-route broadcast frame, the bridge inserts
its bridge number and the outgoing LAN number to the routing information field and
then forwards the frame to the outgoing LAN. Nonselected bridges simply ignore the
single-route broadcast frame. Because the spanning tree maintains the full connectivity
of the original topology, one frame should eventually reach the destination station.

Upon receipt of a single-route broadcast frame, the destination station responds
with an all-routes broadcast frame containing no route designator fields. When a bridge
at the first hop receives an all-route broadcast frame, the bridge inserts an incoming LAN
number, its bridge number, and the outgoing LAN number to the routing information
field and forwards the frame to the outgoing LAN. Other bridges insert their bridge
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number and the outgoing LAN number to the routing information field and forward the
frame to the outgoing LAN. To prevent all-routes broadcast frames from circulating
in the network, a bridge first checks whether the outgoing LAN number is already
recorded in the route designator field. The bridge will not forward the frame if the
outgoing LAN number is already recorded. The all-routes broadcast received by the
source station eventually should list all possible routes to the destination station.

EXAMPLE Determining Routes for Broadcast Frames

Consider a bridged LAN as shown in Figure 6.89. Assume that B1, B3, B4, and B6 are
part of the spanning tree. Suppose S1 wants to send a frame to S3 but has not learned
the route yet. Sketch the routes followed by the single-route and all-routes broadcast
frames during route discovery.

Figure 6.90 shows the routes followed by single-route broadcast frames. Figure 6.91
shows the trajectory of the all-routes broadcast frames that originate from LAN5. Each
possible route from S1 to S3 starts from LAN1 and goes back to LAN5. There are a
total of seven possible routes.

LAN1 B1 LAN2

B3

B4

LAN3

LAN4

B6 LAN5

FIGURE 6.90 Routes followed by single-route broadcast
frames.

LAN5

LAN4

LAN2

LAN2

LAN1

LAN3

LAN1

LAN4

LAN2

LAN1

LAN1

LAN4

LAN4

LAN1

LAN3

LAN1

LAN2

LAN1

LAN2

LAN2

LAN3

LAN3B6

B2 B1

B1

B4

B4

B7

B1

B3

B2

B3

B6

B1
B6
B5
B2

B2
B4

B3

B1

B6
B5
B3

B2

B7

B5

B2

B3

B1

B7

B5
B2

B4

B3

B1

B4

B3

B5

B4

B5

B7

FIGURE 6.91 Routes followed by all-routes broadcast frames.
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6.11.3 Mixed-Media Bridges

Bridges that interconnect LANs of different type are referred to as mixed-media
bridges. This type of interconnection is not simple. We discuss mixed-media bridges in
terms of the interconnection of Ethernet and token-ring LANs. These two LANs differ
in their frame structure, their operation, and their speeds, and the bridge needs to take
these differences into account.

Both Ethernet and token-ring LANs use six-byte MAC addresses but they differ in
the hardware representation of these addresses. Token rings consider the first bit in a
stream to be the high-order bit in a byte. Ethernet considers such a bit to be the low-order
bit. A bridge between these two must convert between the two representations.

Ethernet and token-ring LANs differ in terms of the maximum size frames that are
allowed. Ethernet has an upper limit of approximately 1500 bytes, whereas token ring
has no explicit limit. Bridges do not typically include the ability to do frame fragmen-
tation and reassembly, so frames that exceed the maximum limit are just dropped.

Token ring has the three status bits, A and C in the frame status field and E in the
end delimiter field. Recall from Figure 6.61 that the A and C bits indicate whether the
destination address is recognized and whether the frame is copied. The E bit indicates
errors. Ethernet frames do not have corresponding fields to carry such bits. There is no
clear solution on how to handle these bits in either direction, from Ethernet to token
ring and from token ring to Ethernet. Similar questions arise regarding what to do with
the monitor bit, the reservation, and the priority bits that are present in the token-ring
header.

Another problem in interconnecting LANs is that they use different transmission
rates. The bridge that is interposed between two LANs must have sufficient buffering
to be able to absorb frames that may accumulate when a burst of frames arriving from
a fast LAN is destined to a slow LAN.

Two approaches to bridging between transparent (Ethernet) bridging domains and
source routing (token ring) domains have been proposed. Translational bridging carries
out the appropriate reordering of address bits between Ethernet and token-ring formats.
It also provides approaches for dealing with differences in maximum transfer unit
size and for handling status bits. Source-route transparent bridging combines source
route and transparent operations in a bridge that can forward frames produced from
transparent and source route nodes.

6.11.4 Virtual LANs

An enterprise or a building with many stations typically contains separate LANs that
are connected through routers. The stations are traditionally partitioned into separate
LANs based on physical constraints such as location of a station and connectivity to a
bridge or hub. A natural partition would be to create a separate LAN on each floor in
a building. Unfortunately, such a physical association between a station and a LAN is
not flexible. For example, rewiring is necessary when a station is physically moved to
another floor but needs to maintain the association with the previous LAN.
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FIGURE 6.92 Physical and logical partitions.

The notion of a virtual LAN (VLAN) has been developed to address the preceding
problem by allowing logical partitioning of stations into communities of interest (called
VLAN groups or simply VLANs) that are not constrained by the physical location
or connectivity. Figure 6.92 shows an example where three VLANs are created and
stations at different physical locations can be associated to the same VLAN. When the
association of a station needs to be changed to a different VLAN, the reassociation can
be accomplished by simply configuring bridges or switches rather than rewiring the
station’s physical connectivity.

Recall that with an ordinary (i.e., VLAN-unaware) bridge, when station 1 sends a
broadcast frame, every station in the broadcast domain (all stations in the figure) will
receive the frame. With VLAN-aware bridges, the broadcast frame from station 1 will be
forwarded only to stations that are associated with VLAN 1, which are stations 2 and 3.
How does a VLAN-aware bridge provide the appropriate isolation among VLANs?

A simple and common approach is to implement port-based VLANs where each
bridge port is individually associated to a particular VLAN. For example, in Figure 6.92,
the network administrator would first have to configure the bridge so that ports 1, 4, and
7 are associated to VLAN 1, ports 2, 5, and 8 are associated to VLAN 2, and ports 3, 6,
and 9 are associated to VLAN 3. After configuration, the bridge only forwards frames
to the outgoing ports that are associated to the same VLAN as the incoming port the
frames arrive on. If a station would like to send a frame to different VLAN, that station
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should first direct the frame to a router, which will perform forwarding at the network
layer. One limitation of port-based VLAN is that all frames arriving on the same port
must share the same VLAN.

A more flexible approach is to implement tagged VLANs where each frame is
explicitly tagged to indicate which VLAN the frame belongs to. Explicit tagging is
implemented by inserting a VLAN tag right after the source MAC address field in a
frame. The VLAN tag consists of a VLAN protocol ID and a tag control information
that contains the VLAN ID. A VLAN-aware bridge forwards tagged frames to the
outgoing ports that are associated to the same VLAN as the VLAN ID found in the
tagged frames. A VLAN ID can be associated to a port statically through configuration
or dynamically through bridge learning.

SUMMARY

In the first part of this chapter we considered protocols for broadcast networks. These
networks are characterized by the sharing of a transmission medium by many users or
stations. They typically arise in situations where a low-cost communications system
is required to interconnect a relatively small number of users. They also occur in the
access portion of backbone networks.

We introduced static and dynamic approaches to channel sharing. The static ap-
proaches lead to channelization techniques, and the dynamic approaches lead to medium
access control. We introduced the class of random access MAC protocols and explained
how ALOHA and slotted ALOHA can provide low-delay frame transfer but with a lim-
ited maximum throughput. We also discussed carrier sensing and collision detection
as techniques for improving delay throughput performance. We then considered reser-
vation systems that can provide significant improvements in performance. We also
introduced polling approaches to medium access control, and we investigated how la-
tency affects system performance. Finally, we discussed ring networks and compared
the performance of different approaches to handling token reinsertion.

We introduced the FDMA, TDMA, and CDMA approaches to creating channels
in shared medium networks. We explained why channelization approaches are suitable
for situations in which user traffic is constant, but not appropriate when it is bursty.
We also explained how CDMA differs from conventional channelization approaches.
We also introduced the AMPS, IS-54/136, GSM, and IS-95 cellular telephone standards
as examples of how the channelization techniques are applied in practice.

We explored the frame transfer delay performance of medium access control and
channelization approaches and provided quantitative results on the effect of delay-
bandwidth product on the system performance.

In the second part of this chapter we introduced the IEEE 802 layered architecture
that places LANs in the data link layer and defines a common set of services that the
MAC sublayer can provide to the logical link layer, which in turn supports the network
layer.

We discussed the IEEE 802.3 and the Ethernet LAN standards and their varia-
tions, noting in particular the trend toward switched implementations. The IEEE 802.5
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token-ring and the FDDI ring standards were introduced, and the various possible
ways of handling the token were discussed. We also explained the IEEE 802.11 wire-
less LAN standard. We introduced system design constraints that are particular to
wireless networks. We saw how the requirement that movable and mobile users be ac-
commodated within an extended LAN and the requirements to provide time-bounded
and asynchronous services led to a standard that is broader than previous wired LAN
standards.

LANs are limited in the number of stations that they can handle, so bridges are
required to build extended LANs. We introduced the transparent bridge and source
routing bridge approaches to building these extended LANs. Finally, we showed how
VLANs could be used to partition LANs arbitrarily in a logical manner independent of
the physical locations of stations.

CHECKLIST OF IMPORTANT TERMS

algorithm
1-Persistent CSMA
access point (AP)
ad hoc network
◆ Advanced Mobile Phone System

(AMPS)
backoff
basic service set (BSS)
bridge
bridged LAN
broadcast address
broadcast network
carrier sensing multiple access

(CSMA)
carrier sensing multiple access with

collision avoidance (CSMA-CA)
carrier sensing multiple access with

collision detection (CSMA-CD)
channelization scheme
clear-to-send frame (CTS)
◆ code division multiple access

(CDMA)
collision domain
contention period (CP)
contention-free period (CFP)
cycle time
DCF interframe space (DIFS)
distributed coordination

function (DCF)

distribution system
efficiency
Ethernet
Ethernet switch
extended LAN
extended service set (ESS)
Fiber Distributed Data Interface (FDDI)
frame transfer delay
frequency-division duplex (FDD)
◆ frequency-division multiple access

(FDMA)
full duplex
gateway
Gigabit Ethernet
◆ Global System for Mobile

Communications (GSM)
half duplex
hub
interframe space
◆ Interim Standard 54/136 (IS-54,

IS-136)
◆ Interim Standard 95 (IS-95)
infrastructure network
LAN adapter card
load
logical link control (LLC)
medium access control (MAC)
minislot time
mixed-media bridge
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multicast address
multiple access network
network allocation vector (NAV)
network interface card (NIC)
Non-Persistent CSMA
normalized delay-bandwidth product
◆ orthogonal sequences
PCF interframe space (PIFS)
◆ physical layer convergence

procedure (PCLP)
◆ physical medium dependent

(PMD)
point coordination function (PCF)
polling systems
p-Persistent CSMA
portal
port-based VLAN
repeater
request-to-send (RTS)
ring latency
router
short IFS (SIFS)
◆ soft handoff

source routing bridge
spectrum efficiency
◆ spreading factor G
Subnetwork Access Protocol

(SNAP)
switched network
tagged VLAN
target token rotation time (TTRT)
time-division duplex (TDD)
◆ time-division multiple access

(TDMA)
throughput
token
token bit
token holding time (THT)
token rotation timer (TRT)
total walk time
transparent bridge
unicast address
virtual LAN (VLAN)
vulnerable period
walk time
Walsh-Hadamard matrix
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PROBLEMS

6.1. Why do LANs tend to use broadcast networks? Why not use networks consisting of
multiplexers and switches?

6.2. Explain the typical characteristics of a LAN in terms of network type, bit rate, geographic
extent, delay-bandwidth product, addressing, and cost. For each characteristic, can you
find a LAN that deviates from the typical? Which of the above characteristics is most
basic to a LAN?

6.3. Compare the two-channel approach (Figure 6.4) with the single-channel approach (Fig-
ure 6.5) in terms of the types of MAC protocols they can support.

6.4. Suppose that the ALOHA protocol is used to share a 56 kbps satellite channel. Suppose that
frames are 1000 bits long. Find the maximum throughput of the system in frames/second.

6.5. Let G be the total rate at which frames are transmitted in a slotted ALOHA system. What
proportion of slots go empty in this system? What proportion of slots go empty when the
system is operating at its maximum throughput? Can observations about channel activity
be used to determine when stations should transmit?

6.6. Modify the state transition diagram of Stop-and-Wait ARQ to handle the behavior of a
station that implements the ALOHA protocol.

6.7. Suppose that each station in an ALOHA system transmits its frames using spread spectrum
transmission. Assume that the spreading sequences for the different stations have been
selected so that they have low cross-correlations. What happens when transmissions occur
at the same time? What limits the capacity of this system?

6.8. Consider four stations that are attached to two different bus cables. The stations exchange
fixed-size frames of length 1 sec. Time is divided into slots of 1 sec. When a station has
a frame to transmit, the station chooses either bus with equal probability and transmits at
the beginning of the next slot with probability p. Find the value of p that maximizes the
rate at which frames are successfully transmitted.

6.9. In a LAN, which MAC protocol has a higher efficiency: ALOHA or CSMA-CD? What
about in a WAN? Explain.

6.10. A channel using random access protocols has three stations on a bus with end-to-end
propagation delay τ . Station A is located at one end of the bus, and stations B and C are
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together located at the other end of the bus. Frames arrive at the three stations and are
ready to be transmitted at stations A, B, and C at the respective times tA = 0, tB = τ/2,
and tC = 3τ/2. Frames require transmission times of 4τ . In appropriate figures, with time
as the horizontal axis, show the transmission activity of each of the three stations for.
(a) ALOHA
(b) Non-Persistent CSMA
(c) Non-Persistent CSMA-CD

6.11. Estimate the maximum throughput of the CDPD system assuming a packet length of
1096 bytes. Hint: What is a for this system?

6.12. Can the Digital Sense Multiple Access protocol, which is used by CDPD, also be used on
the digitial carrier of GSM? If yes, explain how.

6.13. M terminals are attached by a dedicated pair of lines to a hub in a star topology. The
distance from each terminal to the hub is d meters, the speed of the transmission lines is
R bits/second, all frames are of length 12,500 bytes, and the signal propagates on the line at
a speed of 2.5 (108) meters/second. For the four combinations of the following parameters
(d = 25 meters or d = 2500 meters; R = 10 Mbps or R = 10 Gbps), compare the
maximum network throughput achievable when the hub is implementing slotted ALOHA
and CSMA-CD.

6.14. Consider the star-topology network Problem 6.13 when the token-ring protocol is used for
medium access control. Assume single-frame operation, eight-bit latency at each station,
M = 125 stations. Assume a free token is three bytes long.
(a) Find the effective frame transmission time for the four combinations of d and R.
(b) Assume that each station can transmit up to a maximum of k frames/token. Find the

maximum network throughput for the four cases of d and R.

6.15. A wireless LAN uses polling to provide communications between M workstations and
a central base station. The system uses a channel operating at 25 Mbps. Assume that all
stations are 100 meters from the base station and that polling messages are 64 bytes long.
Assume that frames are of constant length of 1250 bytes. Assume that stations indicate
that they have no frames to transmit with a 64-byte message.
(a) What is the maximum possible arrival rate that can be supported if stations are allowed

to transmit an unlimited number of frames/poll?
(b) What is the maximum possible arrival rate that can be supported if stations are allowed

to transmit N frames/poll?
(c) Repeat parts (a) and (b) if the transmission speed is 2.5 Gbps.

6.16. A token-ring LAN interconnects M stations using a star topology in the following way.
All the input and output lines of the token-ring station interfaces are connected to a cabinet
where the actual ring is placed. Suppose that the distance from each station to the cabinet
is 100 meters and that the ring latency per station is eight bits. Assume that frames are
1250 bytes and that the ring speed is 25 Mbps.
(a) What is the maximum possible arrival rate that can be supported if stations are allowed

to transmit an unlimited number of frames/token?
(b) What is the maximum possible arrival rate that can be supported if stations are allowed

to transmit 1 frame/token using single-frame operation? using multitoken operation?
(c) Repeat parts (a) and (b) if the transmission speed is 2.5 Gbps.
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6.17. Suppose that a LAN is to carry voice and packet data traffic. Discuss what provisions if
any are required to handle the voice traffic in the reservation, polling, token ring, ALOHA,
and CSMA-CD environments. What changes if any are required for the packet data traffic?

6.18. A wireless LAN has mobile stations communicating with a base station. Suppose that
the channel available has W Hz of bandwidth and suppose that the inbound traffic from
the mobile stations to the base is K times smaller than the outbound traffic from the base
to the workstations. Two methods are considered for dealing with the inbound/outbound
communications. In frequency-division duplexing the channel is divided into two fre-
quency bands, one for inbound and one for outbound communications. In time-division
duplexing all transmissions use the full channel but the transmissions are time-division
multiplexed for inbound and outbound traffic.
(a) Compare the advantages and disadvantages of the two methods in terms of flexibility,

efficiency, complexity, and performance.
(b) How is the ratio K taken into account in the two methods?

6.19. Consider the following variation of FDMA. Each station is allotted two frequency bands:
a band on which to transmit and a band in which to receive reservations from other stations
directing it to listen to a transmission from a certain station (frequency band) at a certain
time. To receive a frame, a station tunes in the appropriate channel at the appropriate
time. To make a reservation, a station transmits at the receiving station’s reservation
channel. Explain how transmitting and receiving stations can use the reservation channels
to schedule frame transmissions.

6.20. Compare FDMA, TDMA, and CDMA in terms of their ability to handle groups of stations
that produce information flows that are produced at constant but different bit rates.

6.21. Calculate the autocorrelation function of the pseudorandom sequence in Figure 6.30 as
follows. Replace each 0 by −1 and each 1 by +1. Take the output sequence of the generator
and shift it with respect to itself; take the product of seven (one period) symbol pairs
and add. Repeat this calculation for shift values of 0, 1, . . . , 7. In what sense does the
result approximate the autocorrelation of a random sequence?

6.22. Construct the Walsh orthogonal spreading sequences of length 16.

6.23. Decode the sum signal in Figure 6.33 using the Walsh sequence for channel 4. What do
you get? Explain why.

6.24. Compare IS-54 and GSM in terms of their handling of speech and the effect on spectrum
efficiency.

6.25. Suppose that the A provider in the 800 MHz cellular band uses GSM and the B provider
uses IS-95. Explain how a call from a mobile user in system B to a user in system A is
accomplished.

6.26. Suppose that a 1 MHz channel can support a 1 Mbps transmission rate. The channel is to
be shared by 10 stations. Each station receives frames with exponential interarrivals and
rate λ = 50 frames/second, and frames are constant length L = 1000 bits. Compare the
total frame delay of a system that uses FDMA to a system that uses TDMA.
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6.27. Discuss how the delay and throughput performance of GPRS vary with the allocation in
the number of access request channels, access grant channels, and data channels.

6.28. Consider an “open concept” office where 64 carrels are organized in an 8×8 square array
of 3 m × 3 m space per carrel with a 2 m alley between office rows. Suppose that a conduit
runs in the floor below each alley and provides the wiring for a LAN to each carrel.
(a) Estimate the distance from each carrel to a wiring closet situated at the side of the

square office so that distances are minimized.
(b) Does it matter whether the LAN is token ring or Ethernet? Explain.
(c) Discuss the merits of using a wireless LAN in this setting.

6.29. Suppose that a LAN is to provide each worker in Problem 6.28 with the following capa-
bilities: digital telephone service; H.261 video conferencing; 250 ms retrieval time for a
1 Mbyte file from servers in the wiring closet; 10 e-mails/hour sent and received by each
worker (90 percent of e-mails are short, and 10 percent contain a 100-kilobyte attachment).
(a) Estimate the bit rate requirements of the LAN.
(b) Is it worthwhile to assign the users to several LANs and to interconnect these LANs

with a bridge?

6.30. Consider a LAN that connects 64 homes arranged in rows of 8 homes on 20 m × 30 m lots
on either side of a 10-meter-wide street. Suppose that an underground conduit on either
side of the street connects the homes to a pedestal at the side of this rectangular array.
(a) Estimate the distance from each house to the pedestal.
(b) Estimate the bit rate requirements of the LAN. Assume two telephone lines, three

MPEG2 televisions, and intense peak-hour Web browsing, say two Web page
retrievals/minute at an average of 20 kilobytes/page.

(c) Can a single LAN meet the service requirements of the 64 homes? Explain.

6.31. Use HDLC and Ethernet to identify three similarities and three differences between
medium access control and data link control protocols. Is HDLC operating as a LAN
when it is used in normal response mode and multipoint configuration?

6.32. An application requires the transfer of network layer packets between clients and servers
in the same LAN. Explain how reliable connection-oriented service can be provided over
an Ethernet LAN. Sketch a diagram that shows the relationship between the PDUs at the
various layers that are involved in the transfer.

6.33. Calculate the difference in header overhead between a DIX Ethernet frame and an
IEEE 802.3 frame with SNAP encapsulation.

6.34. Suppose that a group of 10 stations is serviced by an Ethernet LAN. How much bandwidth
is available to each station if (a) the 10 stations are connected to a 10 Mbps Ethernet hub;
(b) the 10 stations are connected to a 100 Mbps Ethernet hub; (c) the 10 stations are
connected to a 10 Mbps Ethernet switch.

6.35. Suppose that an Ethernet LAN is used to meet the requirements of the office in Prob-
lem 6.28.
(a) Can the requirements of one row of carrels be met by a 10 Mbps Ethernet hub? by a

10 Mbps Ethernet switch?
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(b) Can the requirements of the office be met by a hierarchical arrangement of Ethernet
switches as shown in Figure 6.57?

6.36. Suppose that 80 percent of the traffic generated in a LAN is for stations in the LAN and
20 percent is for stations outside the LAN. Is an Ethernet hub preferable to an Ethernet
switch? Does the answer change if the percentages are reversed?

6.37. Calculate the parameter a and the maximum throughput for a Gigabit Ethernet switch
with stations at a 100-meter distance and average frame size of 512 bytes; 1500 bytes;
and 64,000 bytes.

6.38. Provide a brief answer and explanation for each of the following questions:
(a) Under a light load, which LAN has a smaller delay: Ethernet or token ring?
(b) Under a high load, which LAN has a smaller delay: Ethernet or token ring?

6.39. Suppose that a token-ring LAN is used to meet the requirements of the office in Prob-
lem 6.28.
(a) Calculate the ring latency if all carrels are to be connected in a single ring as shown

in Figure 6.58. Repeat for a ring for a single row of carrels.
(b) Can the requirements of one row of carrels be met by a 16 Mbps token ring?
(c) Can the requirements of the office be met by a FDDI ring?

6.40. Suppose that a group of 32 stations is serviced by a token-ring LAN. For the following cases
calculate the time it takes to transfer a frame using the three token reinsertion strategies:
after completion of transmission, after return of token and after return of frame.
(a) 1000-bit frame; 10 Mbps speed; 2.5-bit latency/adapter; 50 meters between stations.
(b) Same as (a) except 100 Mbps speed and 8-bit latency/adapter.
(c) Same as (a) except 1 km distance between stations.

6.41. Suppose that an FDDI LAN is used to meet the packet voice requirements of a set of
users. Assume voice information uses 64 kbps coding and that each voice packet contains
20 ms worth of speech.
(a) Assume that each station handles a single voice call and that stations are 100 meters

apart. Suppose that the FDDI ring is required to transfer each voice packet within
10 ms. How many stations can the FDDI accommodate while meeting the transfer
requirement?

(b) How many simultaneous calls can be handled if each station is allowed to handle up
to 8 calls?

6.42. Use IEEE 802.3 and IEEE 802.11 to discuss three differences between wired and wireless
LANs.

6.43. For data packet radio networks, discuss the advantages and disadvantages of providing
reliability by (a) implementing error correction at the physical layer, (b) implementing
error control as part of the MAC layer, and (c) implementing error control at the LLC layer.

6.44. Consider the distributed coordination function in IEEE 802.11. Suppose that all frame
transmissions are preceded by an RTS-CTS handshake. Find the capacity of this protocol
following the analysis used for CSMA-CD.
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6.45. Suppose one station sends a frame to another station in an IEEE 802.11 ad hoc network.
Sketch the data frame and the return ACK frame that are exchanged, showing the contents
in the relevant fields in the headers.

6.46. Suppose one station sends a frame to another station in a different BSS in an IEEE
802.11 infrastructure network. Sketch the various data frames and ACK frames that are
exchanged, showing the contents in the relevant fields in the headers.

6.47. Why is error control (ARQ and retransmission) included in the MAC layer in IEEE 802.11
and not in IEEE 802.3?

6.48. Consider the exchange of CSMA-CA frames shown in Figure 6.70. Assume the
IEEE 802.11 LAN operates at 2 Mbps using a frequency-hopping physical layer. Sketch
a time diagram showing the frames transmitted including the final ACK frame. Show the
appropriate interframe spacings and NAV values. Use Table 6.6 to obtain the appropriate
time parameters. Assume that the data frame is 2000 bytes long.

6.49. Suppose that four stations in an IEEE 802.11 infrastructure network are in a polling list.
The stations transmit 20 ms voice frames produced by 64 kbps speech encoders. Suppose
that the contention-free period is set to 20 ms. Sketch a point-coordination frame transfer
with the appropriate values for interframe spacings, NAV, and data and ACK frames.

6.50. Can a LAN bridge be used to provide the distribution service in an IEEE 802.11 extended
service set? If so, explain how the service is provided and give an example of how the
frames are transferred between BSSs.

6.51. Can a router be used to provide the distribution service in an IEEE 802.11 extended service
set? If so, explain how addressing is handled and give an example of how the frames are
transferred between BSSs.

6.52. Six stations (S1-S6) are connected to an extended LAN through transparent bridges (B1
and B2), as shown in the figure. Initially, the forwarding tables are empty. Suppose the
following stations transmit frames: S2 transmits to S1, S5 transmits to S4, S3 transmits
to S5, S1 transmits to S2, and S6 transmits to S5. Fill in the forwarding tables with
appropriate entries after the frames have been completely transmitted.

Station Port

LAN1

Station Port

LAN2
LAN3

S1 S2 S3 S5 S6S4

Port 1 Port 2 Port 1 Port 2
B1 B2
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6.53. Suppose N stations are connected to an extended Ethernet LAN, as shown in the figure,
operating at the rate of 10 Mbps. Assume that the efficiency of each Ethernet is 80 percent.
Also assume that each station transmits frames at the average rate of R bps, and each frame
is equally likely to be destined to any station (including itself ). What is the maximum
number of stations N that can be supported if R is equal to 100 Kbps? If the bridge is
replaced with a repeater, what is the maximum number of stations that can be supported?
(Assume that the efficiency of the entire Ethernet is still 80 percent.)

1 2 N�2 N�2 � 1 N

Bridge

… …

6.54. Five LANs, as shown in the figure, are interconnected by using source routing bridges.
Assume that bridges 3 and 4 are not part of the initial spanning tree.
(a) Show the paths of the single route broadcast frames when S1 wants to learn the route

to S2.
(b) Show the paths of all routes broadcast frames returned by S2.
(c) List all possible routes from S1 to S2 from part (b).
(d) How many LAN frames are required to learn the possible routes?

LAN
4

LAN
2

LAN
1

LAN
3

LAN
5

B6

B4

B5

B3

B1

B2

S1

S2

6.55. Ports 1 through 4 in switches 1, 2, and 3, as shown in the figure, provide port-based
VLAN connectivity to stations attached to these ports. A network administrator needs to
interconnect the other ports and configure the switches so that stations of the same VLAN
connected to different switches can communicate. Use the association notation: switch a,
VLAN n, port x, port y, . . . , port z, to indicate that ports x, y, . . . , z are associated to
VLAN n in switch a, and the connectivity notation: (switch a, port x) to (switch b, port y)
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to indicate that port x in switch a is connected to port y in switch b. Show the required
association and connectivity for all the switches in the figure.

VLAN1 VLAN2

1 2 3 4 5 61 2 3 4 5 61 2 3 4 5 6

1 2 3 4 5 6

Switch 1 Switch 2

Switch 4

Switch 3

VLAN1 VLAN2 VLAN1 VLAN2



C H A P T E R 7

Packet-Switching Networks

Traditional telephone networks operate on the basis of circuit switching. A call setup
process reserves resources (time slots) along a path so that the stream of voice samples
can be transmitted with very low delay across the network. The resources allocated
to a call cannot be used by other users for the duration of the call. This approach
is inefficient when the amount of information transferred is small or if information is
produced intermittently in bursts, as is the case in many computer applications. In this
chapter we examine packet-switching networks, which transfer blocks of informa-
tion called packets. With appropriate mechanisms, packet-switching networks can be
designed to support computer applications and real-time applications such as telephony.

We can view packet networks from two perspectives. One perspective involves an
external view of the network and is concerned with the services that the network provides
to the transport layer that operates above it at the end systems. Here we are concerned
with whether the network service requires the setting up of a connection and whether the
transfer of user data is provided with quality-of-service guarantees. Ideally the definition
of the network services is independent of the underlying network and transmission
technologies. This approach allows the transport layer and the applications that operate
above it to be designed so that they can function over any network that provides the
given services.

A second perspective on packet networks is concerned with the internal operation
of a network. Here we look at the physical topology of a network, the interconnection
of links, switches, and routers. We are concerned with the approach that is used to direct
information across the network: datagrams, or virtual circuits. We are also concerned
with addressing and routing procedures, as well as with dealing with congestion inside
the network. We must also manage traffic so that the network can deliver information
with the quality of service it has committed to.

It is useful to compare these two perspectives in the case of broadcast networks
and LANs from Chapter 6 and the packet-switched networks considered here. The
first perspective, involving the services provided to the layer above, does not differ
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in a fundamental way between broadcast and switched packet networks. The second
perspective, however, is substantially different. In the case of LANs, the network is
small, addressing is simple, and the frame is usually transferred in one hop so no routing
is required. In the case of packet-switching networks, addressing must accommodate
extremely large-scale networks and must work in concert with appropriate routing
algorithms. These two challenges, addressing and routing, are the essence of the network
layer.

In this chapter we deal with the general issues regarding packet-switching networks.
Later chapters deal with specific architectures, namely, Internet Protocol (IP) packet
networks and asynchronous transfer mode (ATM) packet networks. The chapter is
organized as follows:

1. Network services and internal network operation. We elaborate on the two per-
spectives on networks, and we discuss the functions of the network layer, including
internetworking.

2. Physical view of networks. We examine typical configurations of packet-switching
networks. This section defines the role of multiplexers, LANs, switches, and routers
in network and internetwork operation.

3. Datagrams and virtual circuits. We introduce the two basic approaches to operating a
packet-switching network, and we use IP and ATM as examples of these approaches.

4. Routing. We introduce the basic approaches for selecting routes across the network,
and examine how routing tables in a network steer packets from the source to the
destination.

5. Shortest path algorithms. We continue our discussion of routing, focusing on two
shortest-path routing algorithms: the Bellman-Ford algorithm and Dijskstra’s
algorithm.

6. ATM networks. We introduce ATM networks as an example of an advanced virtual-
circuit packet-switching network that can support multiple types of services.

7. Traffic management at the packet level. We discuss packet-level traffic management
operating in a short time scale. This type of traffic management is mainly concerned
with packet queueing and packet scheduling to provide differentiated treatment for
packets belonging to different QoS classes.

8. Traffic management at the flow level. We continue with traffic management at the
flow level operating in a medium time scale. Common approaches include admission
control and congestion control.

9. Traffic management at the flow-aggregate level. We conclude with an introduction
to traffic management at the flow-aggregate level operating in a long time scale.
The main objective is to map aggregated flows of traffic onto the network so that
resources are efficiently utilized.

The material on ATM and traffic management is relatively advanced. The corre-
sponding sections (7.6 to 7.9) can be skipped and the reader may proceed to Chapter 8,
depending on their background or interest.
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7.1 NETWORK SERVICES AND INTERNAL
NETWORK OPERATION

The essential function of a network is to transfer information among the users that
are attached to the network or internetwork. In Figure 7.1 we show that this transfer
may involve a single block of information or a sequence of blocks that are temporally
related. In the case of a single block of information, we are interested in having the
block delivered correctly to the destination, and we may also be interested in the delay
experienced in traversing the network. In the case of a sequence of blocks, we may
be interested not only in receiving the blocks correctly and in the right sequence but
possibly also in delivering a relatively unimpaired temporal relation.

Figure 7.2 shows a transport protocol that operates end to end across a network. The
transport layer peer processes at the end systems accept messages from their higher layer
and transfer these messages by exchanging segments end to end across the network.
The figure shows the interface at which the network service is visible to the transport
layer. The network service is all that matters to the transport layer, and the manner in
which the network operates to provide the service is irrelevant.

The network service can be connection-oriented or connectionless. A connec-
tionless service is very simple, with only two basic interactions between the transport
layer (user of the service) and the network layer (provider of the service): a request to
the network layer that it send a packet and an indication from the network layer that a
packet has arrived. The user can request transmission of a packet at any time, and does
not need to inform the network layer that the user intends to transmit information ahead
of time. A connectionless service puts total responsibility for error control, sequencing,
and flow control on the end-system transport layer.

The network service can be connection-oriented. In this case the transport layer
cannot request transmission of information until a connection between the end systems
has been set up. The essential points here are that the network layer must be informed
about the new flow that is about to be sent to the network and that the network layer
maintains state information about the flows it is handling. During connection setup,
parameters related to usage and quality of service may be negotiated and network
resources may be allocated to ensure that the user flow can be handled as required.
A connection-release procedure may also be required to terminate the connection.
It is clear that providing connection-oriented service entails greater complexity than
connectionless service in the network layer.

It is also possible for a network layer to provide a choice of services to the user of
the network. For example, the network layer could offer: (1) best-effort connectionless

t0 t1

Network

FIGURE 7.1 A network
transfers information among
users.
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FIGURE 7.2 Peer-to-peer protocols operating end to end across a network—protocol
stack view.

service; (2) low-delay connectionless service; (3) connection-oriented reliable stream
service; and (4) connection-oriented transfer of packets with delay and bandwidth
guarantees. It is easy to come up with examples of applications that can make use
of each of these services. However, it may not follow that all the services should be
offered by the network layer. Two interrelated reasons can be given for keeping the set
of network services to a minimum: the end-to-end argument and the need for network
scalability.

When applied to the issue of choice of network services, the end-to-end argument
suggests that functions should be placed as close to the application as possible, since
it is the application that is in the best position to determine whether a function is being
carried out completely and correctly. This argument suggests that as much function-
ality as possible should be located in the transport layer or higher and that the net-
work services should provide the minimum functionality required to meet application
performance.

Up to this point we have considered only the services offered by the network layer.
Let us now consider the internal operation of the network. Figure 7.3 shows the relation
between the service offered by the network and the internal operation. We say that
the internal operation of a network is connectionless if packets are transferred within
the network as datagrams. Thus in the figure each packet is routed independently.
Consequently packets may follow different paths from α to β and so may arrive out of
order. We say that the internal operation of a network is connection-oriented if packets
follow a virtual circuit along a forward path that has been established from a source
to a destination. Thus to provide communications between α and β, routing to set
up a virtual circuit is done once, and thereafter packets are simply forwarded along
the established virtual circuit. If resources are reserved during connection setup, then
bandwidth, delay, and loss guarantees can be provided.



494 CHAPTER 7 Packet-Switching Networks

End system
�

End system
�

4 3 2 1 1 1
Medium

Network

3 32 2 1

1
2

2
1

2

2

1

1

2

2

1

1

1

1 13

C

A B

22

2 2

3 41 2

1

2

3

3

4

Physical layer entity

Data link layer entity

Network layer entity

Network layer entity

Transport layer entity

FIGURE 7.3 Layer 3 entities work together to provide network service to layer 4
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THE END-TO-END ARGUMENT FOR SYSTEM DESIGN
The end-to-end argument in system design articulated in [Saltzer 1984] states that
an end-to-end function is best implemented at a higher level than at a lower level.
The reason is that the correct end-to-end implementation requires all intermediate
low-level components to operate correctly. This feature is difficult and sometimes
impossible to ensure and is frequently too costly. The higher-level components at
the ends are in a better position to determine that a function has been carried out
correctly and in better position to take corrective action if they have not. In certain
cases, low-level actions to support the end-to-end function may be justified only as
performance enhancements.

We already encountered the end-to-end argument in the comparison of end-to-
end error control and hop-by-hop error control in Chapter 5. The argument here
is that the end system will have to implement error control on an end-to-end basis
regardless of lower-level error-control mechanisms that may be in place because the
individual low-level mechanisms cannot cover all sources of errors, for example,
errors introduced within a node. Consequently, lower-level mechanisms are not
essential and should be introduced only to enhance performance. For example, the
transmission of a long file over a sequence of nearly error-free links does not require
per link error control. On the other hand, the transmission of such a file over a
sequence of error-prone links does argue for per link error control.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


7.1 Network Services and Internal Network Operation 495

The fact that a network offers connection-oriented service, connectionless service,
or both does not dictate how the network must operate internally. In discussing TCP
and IP, we have already seen that a connectionless packet network (e.g., IP) can support
connectionless service (UDP) as well as connection-oriented service (TCP). We will
also see that a connection-oriented network (e.g., ATM) can provide connectionless
service as well as connection-oriented service. We discuss virtual-circuit and datagram
network operation in more detail in a later section. However, it is worthwhile to compare
the two at this point at a high level.

The approach suggested by the end-to-end argument keeps the network service
(and the network layer that provides the service) as simple as possible while adding
complexity at the edge only as required. This strategy fits very well with the need to
grow networks to very large scale. We have seen that the value of a network grows
with the community of users that can be reached and with the range of applications that
can be supported. Keeping the core of the network simple and adding the necessary
complexity at the edge enhances the scalability of the network to larger size and scope.

This reasoning suggests a preference for a connectionless packet network, which
has lower complexity than a connection-oriented packet network. The reasoning does
allow the possibility for some degree of “connection orientation” as a means to ensure
that applications can receive the proper level of performance. Indeed current research
and standardization efforts (discussed in Chapter 10) can be viewed as an attempt in
this direction to determine an appropriate set of network services and an appropriate
mode of internal network operation.

We have concentrated on high-level arguments up to this point. What do these
arguments imply about the functions that should be in the network layer? Clearly,
functions that need to be carried out at every node in the network must be in the
network layer. Thus functions that route and forward packets need to be done in the
network layer. Priority and scheduling functions that direct how packets are treated
in a node to ensure a certain quality of service also need to be in the network layer.
Functions that belong in the edge should, if possible, be implemented in the transport
layer or higher. A third category of functions can be implemented either at the edge or
inside the network. For example, while congestion takes place inside the network, the
remedy may involve reducing input flows at the edge of the network. Indeed, congestion
control has been implemented in the transport layer and in lower layers.

Another set of functions is concerned with making the network service indepen-
dent of the underlying transmission systems. For example, different transmission sys-
tems (e.g., optical versus wireless) may have different limits on the frame size they
can handle. The network layer may therefore be called upon to carry out segmenta-
tion inside the network and reassembly at the edge. Alternatively, the network could
send error messages to the sending edge, requesting that the packet size be reduced.
A more challenging set of functions arises when the “network” itself may actually
be an internetwork. In this case the network layer must also be concerned not only
about differences in the size of the units that the component networks can transfer but
also about differences in addressing and in the services that the component networks
provide.

In the remainder of the chapter we deal with the general aspects of internal network
operation. In Chapters 8 and 9 we discuss the specific details of IP and ATM networks.
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FIGURE 7.4 Access network.

7.2 PACKET NETWORK TOPOLOGY

This section considers existing packet-switching networks. We present an end-to-end
view of existing networks from a personal computer, workstation, or server through
LANs and the Internet and back.

First let us consider the way in which users may access packet networks such
as the Internet. Figure 7.4 shows an access network with a point-to-point topology
where computers located in subscriber homes are connected to an access multiplexer
located in the service provider network. An example of an access multiplexer includes
a Digital Subscriber Loop Access Multiplexer (DSLAM) located in a telephone central
office. The computer in the subscriber home is connected to the DSLAM in the central
office via an ADSL modem described in Chapter 3. In another scenario, multiple users
may share the same transmission line to the access multiplexer, resulting in a point-
to-multipoint topology. Such a system arises in a cable TV access network where the
access multiplexer is the cable modem termination system described in Chapter 3.
In either case, the main purpose of the access multiplexer is to combine the typically
bursty traffic flows from the individual computers into aggregated flows so that the
transmission line to the packet network (typically the Internet) is used more efficiently.
Besides providing connectivity services to the packet network, the service provider can
also offer other services such as e-mail and databases.

EXAMPLE Oversubscription

Suppose N subscribers are connected to the access multiplexer and the transmission
line between the subscriber and the multiplexer has a capacity c bits/second (bps).
The multiplexer in turn is connected to the packet network with a transmission line of
capacity C = nc (some integer multiple of c). The service provider is said to be
oversubscribing its bandwidth resource to the packet network if the capacity of the
transmission line C is less than Nc (the maximum total transmission rate from all
N subscribers). Oversubscription takes advantage of the bursty nature of the subscriber’s
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traffic due to the fact that it is unlikely that all subscribers are transmitting at maximum
rates simultaneously, and the term oversubscription ratio is defined by N/n. Suppose
that each subscriber transmits data intermittently at the rate of c bps when there is data
to send and zero otherwise, and that the average transmission rate is r bps (r < c).
Table 7.1 shows various levels of oversubscription for different values of r/c, assuming
that the overflow probability (defined in Problem 7.11) is less than 1 percent. The table
also shows the advantage of oversubscription as the number of subscribers increases:
the degree of oversubscription that can be accommodated at a given level of quality
increases with larger population. Oversubscription is widely used in the access portion
of packet-switching networks to optimize the use of bandwidth resources.

TABLE 7.1 Oversubscription
levels for different values of r/c.

N r/c N/n

10 0.01 10
10 0.05 3.3
10 0.1 2.5
20 0.1 3.3
40 0.1 4.4

100 0.1 5.5

Often the subscriber may have multiple computers connected to the same access
multiplexer. In this case, another level of multiplexing occurs through a device in
the subscriber home network. Besides aggregating traffic from multiple computers,
this device (known as an application-level gateway) often performs a network address
translation (NAT) function. The need for network address translation arises when the
service provider assigns a single global network address to the subscriber in order to
conserve address space. To accommodate multiple computers in the home network, the
subscriber assigns a private network address that is only defined within the subscriber
home network to each computer. The purpose of the gateway is to translate the private
network address of each packet to the global network address when a packet leaves the
home network and vice versa when a packet arrives at the home network. The address
translation usually uses higher-layer information such as service access point (SAP)
identifiers to ensure that the mapping is one-to-one. Note that NAT is an example that
violates the end-to-end argument and is considered as a temporary solution by many.

Local area networks (LANs) also provide the access to packet-switching networks in
many environments. Figure 7.5 shows a structure of a campus network that interconnects
multiple LANs in an organization. LANs for a large group of users such as a department
are interconnected in an extended LAN through the use of LAN switches, identified by
lowercase s in the figure. Resources such as servers and databases that are primarily of
use to this department are kept within the subnetwork. This approach reduces delays in
accessing the resources and contains the level of traffic that leaves the subnetwork. Each
subnetwork has access to the rest of the organization through a router R that accesses the
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FIGURE 7.5 Campus network.

campus backbone network. A subnetwork also uses the campus backbone to reach the
“outside world” such as the Internet or other sites belonging to the organization through
a border router. Depending on the type of organization, the border router may implement
firewall functions to control the traffic that is allowed into and out of the campus network.

Servers containing critical resources that are required by the entire organization are
usually located in a data center where they can be easily maintained and where security
can be enforced. As shown in Figure 7.5, the critical servers may be provided with
redundant paths to the campus backbone network. These servers are usually placed
near the backbone network to minimize the number of hops required to access them
from the rest of the organization.

The traffic within an extended LAN is delivered based on the physical LAN
addresses. However, applications in host computers may operate on the basis of logical
IP addresses. Therefore, the physical address corresponding to an IP address needs to
be determined every time an IP packet is to be transmitted over a LAN. This address
resolution problem can be solved by using IP address to physical address translation
tables. In Chapter 8 we discuss the Address Resolution Protocol that IP uses to solve
this problem.
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The routers in the campus network are interconnected to form the campus backbone
network, depicted by the mesh of switches, designated S, in Figure 7.5. Typically,
for large organizations such as universities these routers are interconnected by very
high speed LANs, for example, Gigabit Ethernet or an ATM network. The routers use
the Internet Protocol (IP), which enables them to operate over various data link and
network technologies. The routers exchange information about the state of their links
to dynamically calculate routing tables that direct packets across the campus network.
This approach allows the network to adapt to changes in topology due to faults in
transmission links or equipment.

The routers in the campus network may form a domain or autonomous system.
The term domain indicates that the routers run the same routing protocol. The term
autonomous system is used for one or more domains under a single administration.
All routing and policy decisions inside the autonomous system are independent of any
other network.

Organizations with multiple sites may have their various campus networks inter-
connected through routers interconnected by leased digital transmission lines or frame
relay connections. In this case access to the wide area network may use an access multi-
plexer such as the one shown in Figure 7.4. In addition the campus network may be
connected to an Internet service provider (ISP) through one or more border routers as
shown in Figure 7.6. To communicate with other networks, the autonomous system must
provide information about its network routes in the border routers. The border router
communicates on an interdomain level, whereas other routers in a campus network
operate at the intradomain level.

A national ISP provides points of presence (POPs) in various cities where cus-
tomers can connect to their network. The ISP has its own national backbone network
for interconnecting its POPs. This backbone network could be based on ATM, or it

Interdomain
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Border routers
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provider

Intradomain
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FIGURE 7.6 Intradomain and interdomain levels.
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FIGURE 7.7 National ISPs exchange traffic at NAPs.

might use some newer technology such as MPLS (discussed in Chapter 10). The ISPs
in turn exchange traffic at public peering points called network access points (NAPs),
as shown in Figure 7.7. A NAP is a colocated set of high-speed routers through which
the routers from different ISPs can exchange traffic, and as such NAPs are crucial to the
interconnectivity provided by the Internet. (Four NAPs were originally set up by
the National Science Foundation). The ISPs interconnected to a NAP need to exchange
routing information. If there are n such ISPs, then n(n −1)/2 pairwise route exchanges
are required. This peering relationship poses a scalability problem as the number of
ISPs becomes very large. A route server is introduced to solve the scalability problem.
Each ISP sends routing information to the route server, which knows the policies of
every ISP. The route server in turn delivers the processed routing information to the
ISPs. Public peering points were historically plagued with congestion problems. Nowa-
days, most major national ISPs increasingly use private peering points connecting two
ISPs directly to exchange traffic. A key issue at these peering points is the enforcement
of routing policies that dictate what traffic is exchanged. For example, ISP A and ISP B
may have a peering agreement whereby traffic originating at A and destined to B can
be exchanged, but traffic from A to other ISPs may not.
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Note that a national service provider also has the capability of interconnecting a
customer’s various sites by using its own IP network, in which case the customer’s sites
appear as a single private network. This configuration is an example of a virtual private
network (VPN).

Small office and home office (SOHO) users obtain packet access through ISPs.
The access is typically through modem dial-up, but it could be through ADSL, ISDN,
or cable modem. When a customer connects to an ISP, the customer is assigned an
IP address for the duration of the connection.1 Addresses are shared in this way because
the ISP has only a limited number of addresses. If the ISP is only a local provider, then
it must connect to a regional or national provider and eventually to a NAP.

Thus we see that a multilevel hierarchical network topology arises for the Internet,
which is much more decentralized than traditional telephone networks. This topology
comprises multiple domains consisting of routers interconnected by point-to-point data
links, LANs, and wide area networks.

The principal task of a packet-switching network is to provide connectivity among
users. The preceding description of the existing packet-switching network infrastructure
reveals the magnitude of this task. Routers exchange information among themselves
and use routing protocols to build a consistent set of routing tables that can be used
in the routers to direct the traffic flows in these networks. The routing protocols must
adapt to changes in network topology due to the introduction of new nodes and links
or to failures in equipment. Different routing algorithms are used within a domain and
between domains. A key concern here is that the routing tables result in stable traffic
flows that make efficient use of network resources. Another concern is to keep the size
of routing tables manageable even as the size of the network continues to grow at a
rapid pace. In this chapter we show how hierarchical addressing structures can help
address this problem. A third concern is to deal with congestion that inevitably occurs
in the network. It makes no sense to accept packets into the network when they are
likely to be discarded. Thus when congestion occurs inside the network, that is, buffers
begin filling up as a result of a surge in traffic or a fault in equipment, the network
should react by applying congestion control to limit access to the network only to
traffic that is likely to be delivered. A final concern involves providing the capability
to offer Quality-of-Service guarantees to some packet flows. We deal with these topics
also in the remainder of the chapter.

7.3 DATAGRAMS AND VIRTUAL CIRCUITS

A packet-switching network is usually represented as a cloud with multiple input
sources and output destinations as shown in Figure 7.8. The network can be viewed
as a generalization of a physical cable in the sense of providing connectivity among
multiple users. Unlike a cable, a packet-switching network is geographically distributed
and consists of a graph of transmission lines (links) interconnected by packet switches

1The Dynamic Host Configuration Protocol (DHCP) provides users with temporary IP addresses and is
discussed in Chapter 8.
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Transmission line

User

Packet switch
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FIGURE 7.8 Switched network.

(nodes). These transmission and switching resources are configured to enable the flow
of information among users.

Packet-switching networks provide for the interconnection of sources to destina-
tions on a dynamic basis. Resources are typically allocated to an information flow
only when needed. In this manner the resources are shared among the community of
users resulting in efficiency and lower costs. In this section we discuss the two fun-
damental approaches to transferring information over a packet-switching network. A
connection-oriented network involves setting up a connection across the network before
information can be transferred. The setup procedure typically involves the exchange of
signaling messages and the allocation of resources along the path from the source to
the destination for the duration of the connection. A connectionless network does not
involve setting up connections. Instead a packet of information is routed independently
from node to node until the packet arrives at its destination. Both approaches involve
the use of packet switches to direct packets across the network.

7.3.1 Connectionless Packet Switching

Packet switching has its origin in message switching, where a message is relayed from
one switch to another until the message arrives at its destination, as shown in Figure 7.9.
A message switch typically operates in the store-and-forward fashion whereby a
message has to be completely received (and thus stored) by the switch before it can be
forwarded to the next switch. At the source each message has a header attached to it to
provide source and destination addresses. CRC checkbits are attached to detect errors.
The message is transmitted in its entirety from one switch to the next switch. Each
switch performs an error check, and if no errors are detected, the switch examines the
header to determine the next hop in the path to the destination. If errors are detected, a
retransmission may be requested. After the next hop is determined, the message waits
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FIGURE 7.9 Message switching.

for transmission over the corresponding transmission line. Because the transmission
lines are shared, the message may have to wait until previously queued messages are
transmitted. Message switching does not involve a call setup. Message switching can
achieve a high utilization of the transmission line. This increased utilization is achieved
at the expense of queueing delays. In addition, loss of messages may occur when a switch
has insufficient buffering to store the arriving message.2 End-to-end mechanisms are
required to recover from these losses.

Figure 7.10 shows the minimum delay that is incurred when a message is transmit-
ted over a path that involves two intermediate switches. The message must first traverse
the link that connects the source to the first switch. We assume that this link has a prop-
agation delay of τ seconds.3 We also assume that the message has a transmission time
of T seconds. The message must next traverse the link connecting the two switches,
and then it must traverse the link connecting the second switch and the destination.
For simplicity we assume that the propagation delay and the bit rate of the transmis-
sion lines are the same. It then follows that the minimum end-to-end message delay
is 3τ + 3T . Note that this delay does not take into account any queueing delays that

Source

Switch 1

Switch 2

Destination

Minimum delay � 3� � 3T
Delay

t
T

�
t

t

t

FIGURE 7.10 Delays in message switching.

2The trade-offs between delay and loss are explored in Chapter 5, Section 5.7.1.
3The propagation delay is the time that elapses from when a bit enters a transmission line to when it exits
the line at the other end.
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may be incurred in the various links waiting for prior messages to be transmitted. It
also does not take into account the times required to perform the error checks or any
associated retransmissions.

EXAMPLE Long Messages versus Packets

Suppose that we wish to transmit a large message (L = 106 bits) over two hops. Suppose
that the transmission line in each hop has an error rate of p = 10−6 and that each hop
does error checking and retransmission. How many bits need to be transmitted using
message switching?

If we transmit the message in its entirety, the probability that the message arrives
correctly after the first hop, assuming independent bit errors, is

Pc = (1 − p)L = (1 − 10−6)1000000 ≈ e−Lp = e−1 ≈ 1/3 (7.1)

Therefore, on the average it will take three tries to get the message over the first
hop. Similarly, the second hop will require another three full message transmissions
on the average. Thus a total of 6 Mbits will need to be transmitted to get the 1 Mbit
message across the two hops.

Now suppose that the message is broken up into ten 105-bit packets. The probability
that a packet arrives correctly after the first hop is

P ′
c = (1 − 10−6)100000 ≈ e−1/10 ≈ 0.90 (7.2)

Thus each packet needs to be transmitted 1/0.90 = 1.1 times on the average. The
message gets transmitted over each hop by using an average of 1.1 Mbits of transmission
resource. The total number of bits transmitted over the two hops is then 2.2 Mbits.

The preceding example reiterates our observation on ARQ protocols that the prob-
ability of error in a transmitted block increases with the length of the block. Thus very
long messages are not desirable if the transmission lines are noisy because they lead
to a larger rate of message retransmissions. This situation is one reason that it is desir-
able to place a limit on the maximum size of the blocks that can be transmitted by the
network. Thus long messages should be broken into smaller blocks of information, or
packets.

Message switching is also not suitable for interactive applications because it allows
the transmission of very long messages that can impose very long waiting delays
on other messages. By placing a maximum length on the size of the blocks that are
transmitted, packet switching limits the maximum delay that can be imposed by a single
packet on other packets. Thus packet switching is more suitable than message switching
for interactive applications.

In the datagram, or connectionless packet-switching approach, each packet is
routed independently through the network. Each packet has an attached header that
provides all of the information required to route the packet to its destination. When
a packet arrives at a packet switch, the destination address (and possibly other fields)
in the header are examined to determine the next hop in the path to the destination.
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Packet 1
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FIGURE 7.11 Datagram packet switching.

The packet is then placed in a queue to wait until the given transmission line becomes
available. By sharing the transmission line among multiple packets, packet switching
can achieve high utilization at the expense of packet queueing delays. We note that
routers in the Internet are packet switches that operate in datagram mode.

Because each packet is routed independently, packets from the same source to the
same destination may traverse different paths through the network as shown in Fig-
ure 7.11. For example, the routes may change in response to a network fault. Thus
packets may arrive out of order, and resequencing may be required at the destination.

Figure 7.12 shows the minimum delay that is incurred by transmitting a message
that is broken into three separate packets. Here we assume that the three packets follow
the same path and are transmitted in succession. We neglect the overhead due to headers
and suppose that each packet requires P = T/3 seconds to transmit. The three packets
are transmitted successively from the source to the first packet switch.

The first packet in Figure 7.12 arrives at the first switch after τ + P seconds.
Assuming that the packet arrives correctly, it can begin transmission over the next hop
after a brief processing time. The first packet is received at the second packet switch
at time 2τ + 2P . Again we assume that the packet begins transmission over the final
hop after a brief processing time. The first packet then arrives at the destination at
time 3τ + 3P . As the first packet traverses the network, the subsequent packets follow

Source

1 2 3
Switch 1

Switch 2

Destination

3� � 2(T�3) first bit received
3� � 3(T�3) first bit released
3� � 5(T�3) last bit released

L� � (L�1)P first bit received
L� � LP first bit released
L� � LP � (k�1)P last bit released
where T � kP

3 hops L hops

t

t

t

t

1 2 3

1 2 3

FIGURE 7.12 Delays in datagram packet switching.
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immediately, as shown in the figure. In the absence of transmission errors, the final
packet will arrive at the destination at time 3τ + 3P + 2P = 3τ + 5P = 3τ + T + 2P ,
which is less than the delay incurred in the message switching example in Figure 7.10.
In general, if the path followed by a sequence of packets consists of L hops with identical
propagation delays and transmission speeds, then the delay incurred by a message that
consists of k packets is given by

Lτ + L P + (k − 1)P (7.3)

In contrast, the delay incurred using message switching is

Lτ + LT = Lτ + L(k P) (7.4)

Thus message switching involves an additional delay of (L − 1)(k − 1)P . We note
that the above delays neglect the queueing and processing times at the various hops in
the network.

Figure 7.13 shows a routing table for a datagram network. Each table contains
an entry for each possible destination in the network. Each entry in a routing table
specifies the next hop that is to be taken by packets with the associated destination.
When a packet arrives, the destination address in the header is used to perform a table
lookup. The result of the lookup determines the output port to which the packet must
be forwarded. For the datagram network to operate correctly, the routing tables must
implement a consistent set of routes so that each packet is correctly routed hop-by-
hop across the network. When the number of destinations becomes very large, the
size of the routing table may exceed the practical implementation limit. We will see
how the concept of address aggregation can be used to reduce the size of the routing
table.

Destination
address

0785 7

1345 12

1566 6

2458 12

Output
port

FIGURE 7.13 Routing table in connectionless packet
switching.
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EXAMPLE IP Internetworks

The Internet Protocol provides for the connectionless transfer of packets across an
interconnected set of networks called the Internet. In general the component networks
may use different protocols so the objective of IP is to provide communications across
these dissimilar networks. Each device that is attached to the Internet has a two-part
address: a network part and a host part. To transmit an IP packet, a device sends an
IP packet encapsulated using its local network protocol to the nearest router. The routers
are packet switches that act as gateways between the component networks. The router
performs a route lookup algorithm on the network part of the destination address of the
packet to determine whether the destination is in an immediately accessible network
or, if not, to determine the next router in the path to the destination. The router then
forwards the IP packet across the given network by encapsulating the IP packet using
the format and protocol of the given network. In other words, IP treats the component
networks as data link layers whose role is to transfer the packet to the next router or
to the destination. IP packets are routed in connectionless fashion from router to router
until the destination is reached.

7.3.2 Virtual-Circuit Packet Switching

Virtual-circuit packet switching involves the establishment of a fixed path, often
called a virtual circuit or a connection, between a source and a destination prior to the
transfer of packets, as shown in Figure 7.14. As in circuit switching, the virtual-circuit
setup procedure usually takes place before any packets can flow through the network.4

Unlike circuit switching where the circuits reside at the physical layer, virtual circuits
reside at the network layer. Section 7.4.2 shows how a virtual circuit can be created by
appropriately configuring the routing tables in switches along the path.

Figure 7.15 shows the delay that is incurred when a message broken into three
packets is transmitted over a virtual circuit. Observe that the minimum delay in virtual-
circuit packet switching is similar to that in datagram packet switching, except for an
additional delay required to set up the virtual circuit.

Packet

Packet

PacketPacket

Virtual circuit

FIGURE 7.14 Virtual-circuit packet switching.

4In some cases permanent virtual circuits are established a priori.



508 CHAPTER 7 Packet-Switching Networks

Connect
request

Connect
confirm

Release

t

t

t

t

CR

CR

CC

CC
1

1

1 2

2

2 3

3

3

FIGURE 7.15 Delays in virtual-circuit packet switching.

The virtual-circuit setup procedure first determines a path through the network
and then sets parameters in the switches by exchanging connect-request and connect-
confirm messages, as shown in Figure 7.16. Every switch along the path is involved in
the exchange of signaling messages to set up the virtual circuit. If a switch does not
have enough resources to set up a virtual circuit, the switch alternately responds to a
connect-request message with a connect-reject message and the setup procedure fails. In
general, in virtual-circuit packet switching, buffer and transmission resources need not
be dedicated explicitly for the use of the virtual circuit, but the number of flows admitted
may be limited to control the load on certain links. As in the datagram approach, packets
from many flows share the same transmission line. Unlike the datagram approach,
virtual-circuit packet switching guarantees the order of the packets since packets for
the same source-destination pair follow the same path.5

In datagram packet switching each packet must contain the full address of the
source and destination. In large networks these addresses can require a large number of
bits and result in significant packet overhead and hence wasted transmission bandwidth.
One advantage of virtual-circuit packet switching is that abbreviated headers can be
used. The call setup procedure establishes a number of entries in routing tables located
in the various switches along the path. At the input to every switch, the virtual circuit
is identified by a virtual-circuit identifier (VCI). When a packet arrives at an input
port, the VCI in the header is used to access the table, as shown in the example in
Figure 7.17. The table lookup provides the output port to which the packet is to be
forwarded and the VCI that is to be used at the input port of the next switch. Thus the
call setup procedure sets up a chain of pointers across the network that direct the flow of
packets in a connection. The table entry for a VCI can also specify the type of priority
that is to be given to the packet by the scheduler that controls the transmissions in the
next output port.

Connect
request

Connect
request

Connect
confirm

Connect
confirm

Connect
request

Connect
confirm

SW
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SW
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FIGURE 7.16 Signaling message exchanges in call setup.

5However, virtual-circuit packet switching may or may not provide reliable packet delivery service.
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Input VCI Output VCI

Entry for
packets with
VCI 15

12 13 44

15 15 23

27 13 16

58 7 34

Output port FIGURE 7.17 Example of
virtual-circuit routing table for
an input port.

The number of bits required in the header in virtual-circuit switching is reduced to
the number required to represent the maximum number of simultaneous virtual circuits
over an input port. This number is much smaller than the number required for full
destination network addresses. This factor is one of the advantages of virtual-circuit
switching relative to datagram packet switching. In addition, the use of abbreviated
headers and hardware-based table lookup allows fast processing and forwarding of
packets. Virtual-circuit packet switching can do a table lookup through direct indexing;
datagram packet switching traditionally was much slower because the more demanding
lookup procedure required software processing of the header to determine the next hop
in the route. This situation has somewhat changed with recent developments in fast
lookup algorithms and hardware-based lookup engines.

Another advantage of virtual-circuit packet switching is that resources can be
allocated during call setup. For example, a certain number of buffers may be reserved
for a virtual circuit at every switch along the path, and a certain amount of bandwidth
can be allocated at each link in the path. In addition, the call setup process ensures that
a switch is able to handle the volume of traffic that is allowed over every transmission
link. In particular, a switch may refuse a virtual circuit over a certain link when the
delays or link utilization exceed certain thresholds.

However, virtual-circuit packet switching does have disadvantages relative to the
datagram approach. The switches in the network need to maintain information about
the flows that pass the switches. Thus, the amount of required “state” information grows
very quickly with the number of flows. Another potential disadvantage is evident when
failures occur. In the case of virtual-circuit packet switching, when a fault occurs in the
network all affected connections must be set up again.

A modified form of virtual-circuit packet switching, called cut-through packet
switching, can be adopted when retransmissions are not used in the underlying data
link control. In this modified form, a packet is forwarded as soon as the header is
received and the table lookup is carried out. As shown in Figure 7.18, the minimum
delay in transmitting the message is then reduced to approximately the sum of the
propagation delays in the various hops plus the one-message transmission time. This
scenario assumes that all lines are available to transmit the packet immediately.
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FIGURE 7.18 Cut-through packet switching.

Cut-through packet switching may be desirable for applications such as speech
transmission, which has a delay requirement but can tolerate some errors. Cut-through
packet switching is also appropriate when the transmission is virtually error free, as in
the case of optical fiber transmission, so that hop-by-hop error checking is unnecessary.

EXAMPLE ATM Networks

ATM networks provide for the connection-oriented transfer of information across a
network. ATM requires all user information to be converted into fixed-length packets
called cells. A connection setup phase precedes the transfer of information. During this
setup a negotiation takes place in which the user specifies the type of flow that is to
be offered to the network, and the network commits to some quality of service that is
to be provided to the flow. The connection setup involves setting up a path across the
network and allocating appropriate resources along the path.

An ATM connection is defined in terms of a chain of local identifiers called VCIs,
which identify the connection in each link along the path. Cells are forwarded by
ATM switches that perform a table lookup on the VCI to determine the next output port
and the VCI in the next link. ATM assumes low-error rate optical connections so error
control is done only end to end. We discuss ATM in more detail in Section 7.6.

FLOWS, RESERVATIONS, AND SHORTCUTS
Here we note the emergence of packet-switching approaches that combine fea-
tures of datagrams and virtual circuits. These hybrid approaches are intended for
packet-switching networks that handle a mix of one-time packet transfers (for which
datagram mode is appropriate) and sustained packet flows such as long file transfers,
Web page downloads, or even steady flows as in audio or video streaming (for which
virtual-circuit forwarding is appropriate). In essence these systems attempt to iden-
tify longer-term packet flows and to set up shortcuts by using forwarding tables so
that packets in a flow are forwarded immediately without the need for route lookup
processing. This approach reduces the delay experienced in the packet switch and
is discussed further in Chapter 10. Resource reservation procedures for allocating
resources to long-term flows have also been developed for datagram networks. We
also discuss this in Chapter 10.
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7.3.3 Structure of a Packet Switch

A packet switch performs two main functions: routing and forwarding. The routing
function uses algorithms to find a path to each destination and store the result in a
routing table. The forwarding function processes each incoming packet from an input
port and forwards the packet to the appropriate output port based on the information
stored in the routing table. In this section we discuss the basic structure of a packet
switch and explain how a packet switch performs these two basic functions. We also
explain how a packet switch implements the layer 1, 2, and 3 functions indicated in
Figure 7.3.

Figure 7.19a shows a generic packet switch consisting of input ports, output ports,
an interconnection fabric, and a switch controller. Input ports and output ports are nor-
mally paired. A line card often contains several input/output ports so that the capacity
of the link connecting the line card to the interconnection fabric, which is typically of
high speed, is fully utilized. The line card implements physical and data link layer func-
tions, as well as certain network layer functions. Thus the line card is concerned with
symbol timing, line coding, framing, physical layer addressing, and error checking. To
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FIGURE 7.19 (a) Components of a generic packet switch and (b) organization of a
line card.
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handle a broadcast network, the line card may also support a medium access control
protocol typically implemented by a special-purpose chip set. In many cases, network-
layer routing tables may also reside in the line card, and a special-purpose engine is
needed to perform a fast table lookup to determine the output port and other relevant
information. Finally, the line card also contains some buffers and the associated schedul-
ing algorithms (scheduling is described in Section 7.7). The typical organization of a
line card made up of various chip sets is shown in Figure 7.19b. Here a programmable
network processor performs packet-related tasks such as table lookup and packet
scheduling.

The controller in a packet switch contains a general-purpose processor to carry
out a number of control and management functions depending on the type of packet
switching. For example, the controller in a packet switch operating in a connectionless
mode typically executes some routing protocols, while the controller in a packet switch
operating in a connection-oriented mode may also be responsible for handling signaling
messages. Acting as a central coordinator, the controller also communicates with each
line card and the interconnection fabric so that various internal parameters can be
configured and maintained.

The function of the interconnection fabric is to transfer packets between the line
cards. Note that Figure 7.19a shows an “unfolded” version of the switch where the line
cards appear twice, once with input ports and again with output ports. In the actual
implementation the receive (ingress) and transmit (egress) functions take place in a
single line card (the reader may collapse the ingress and egress line cards into one
line card and replace the unidirectional links with bidirectional links). However, the
function of various types of switch architectures is easier to visualize this way.

An examination of Figure 7.19 reveals that the interconnection fabric is likely to
be the bottleneck if there are many high-speed line cards, since all traffic from the input
line cards have to go through to the interconnection fabric. A bus-type interconnection
structure whereby packets are transferred serially from input ports to output ports does
not scale to large sizes since the speed of the bus has to be about N times faster than the
port speed. On the other hand, a crossbar interconnection fabric can transfer packets in
parallel between input ports and output ports. For packet switching, buffers need to be
added to the crossbar to accommodate packet contention. The buffers can be located at
the input ports or output ports, as shown in Figure 7.20.

A crossbar with output buffering needs to run N times faster than the port speed
since up to N packets may simultaneously arrive at a particular output. If the output
is idle, one packet is transmitted and the rest are temporarily buffered. Because only
one packet is allowed to proceed to a particular output with the input-buffering case,
the crossbar does not need a speedup. However, input buffering causes another prob-
lem. Consider a situation where there are two packets at input buffer 2, as shown in
Figure 7.20. The first packet would like to go to output 3 and the second packet to
output 8. Suppose that a packet from input buffer 1 would also like to go to output 3
at the same time. Suppose that the fabric arbiter decides to transmit the packet from
input buffer 1. Then the first packet from input buffer 2 needs to wait until output 3
has transferred the packet from input buffer 1. Meanwhile, the second packet has to
wait behind the first packet even though output 8 is idle. This situation results in
performance degradation of the crossbar with input buffering, and the problem of
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FIGURE 7.20 Input buffering versus output buffering.

the first packet holding back other subsequent packets behind it is called head-of-line
(HOL) blocking. One way to eliminate the HOL blocking is to provide N separate
input buffers at each input port so that each input buffer is dedicated to a particular
output. This ensures that a head-of-line packet cannot block other packets destined for
different outputs. Such an input buffer is called a virtual output buffer since the set of
virtual output buffers belonging to the same output emulates the behavior of an output
buffer, and yet their physical location is at the input ports.

Recall from Chapter 4 that the complexity of a crossbar, which is N 2, makes it
undesirable for building large switches. Multistage architectures have been considered
as a solution to building a large switch. One such architecture for packet switching
is called a banyan switch, as shown in Figure 7.21. The banyan switch is typically
composed of 2 × 2 switching elements interconnected in a certain fashion such that
exactly one path exists from each input to each output. Routing can be done in a dis-
tributed manner by appending the binary address of the output number to each packet,
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Outputs FIGURE 7.21 An 8 × 8 banyan
switch.
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and by having each switching element at stage i steer a packet based on the i th bit of
the address. If the bit is 0, the switching element should steer the packet to its upper
output; otherwise, steer it to the lower output. In Figure 7.21, input 1 would like to send
a packet destined to output 5 (with address 101 in binary). The switching element at
stage 1 looks at the first bit of the address and steers the packet to its lower output. The
packet then arrives at the bottom switching element at stage 2, which steers the packet
to the upper output since the second bit is 0. Finally, the switching element at stage 3
steers the packet to the lower output and sends the packet to output 5. The reader is
encouraged to try this exercise with other inputs and outputs.

Notice that if there is another packet from input 5 that would like to go to output 7
at the same time, this packet will contend for the same output of the switching ele-
ment at stage 1. This behavior causes the banyan switch to block packets even though
some outputs are idle. One way to prevent packets form being blocked inside the
switch is to provide buffering at each switching element so that contending packets
may be temporarily stored at a local buffer. When the local buffer is full, the as-
sociated switching element can send a backpressure signal, notifying the upstream
switching element to stop sending packets. The backpressure signal may be propagated
all the way to the input port, which may eventually buffer the incoming packets or
drop them.

The banyan switch is only one out of many possible ways to build large switches.
A large literature describes how to design switch interconnection fabrics, for example,
see [Robertazzi 1994].

SWITCH, ROUTER, SWITCH-ROUTER
Why are there several different names referring to a packet switch? A packet switch
is often simply called a switch if connections are made before any transfer of in-
formation can take place. That is, a switch employs a connection-oriented mode
and forwards a packet to its output port based on the virtual-circuit identifier of the
packet. Although switches are historically implemented in hardware, it is inaccurate
to refer to a device as a switch just because of implementation.

A router is a packet switch that transfers IP packets between inputs and outputs,
and uses the IP address to determine the output port. Thus a router is an IP-based
packet switch that operates in a connectionless mode. It is equally inaccurate to
refer a device as a router if the device is implemented in software although routers
were historically software-based. Indeed, most current core routers implement the
forwarding path in hardware.

Recently, there is interest in combining features in connectionless and connection-
oriented transfers in a single device called a switch-router that is capable of for-
warding packets in dual modes. An MPLS device (discussed in Chapter 10) is one
prominent example. The term “switching router” is used to emphasize the point that
the device is a router that can also perform switching.
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7.4 ROUTING IN PACKET NETWORKS

Routing is a major component of the network layer and is concerned with the problem
of determining feasible paths (or routes) for packets to follow from each source to each
destination. Figure 7.22 shows a packet-switching network providing communication
services among multiple nodes.6 As suggested by the figure, a packet could take one
of several possible paths from node 1 to node 6. For example, three possible paths are
1-3-6, 1-4-5-6, and 1-2-5-6. However, which path is the “best” one? Here the meaning
of the term best depends on the objective function that the network operator tries to
optimize. If the objective is to minimize the number of hops, then path 1-3-6 is the
best. If each link incurs a certain delay and the objective function is to minimize the
end-to-end delay, then the best path is the one that gives the minimum end-to-end delay.
Yet another objective function may involve selecting the path with the greatest available
bandwidth. Routing algorithms identify the set of paths that are best in a sense defined
by the network operator. Note that a routing algorithm must have global knowledge
about the state of the network to perform its task.

The main ingredients of a good routing algorithm depend on the objective function
that one is trying to optimize. However, in general a routing algorithm should seek one
or more of the following goals:

1. Rapid and accurate delivery of packets. A routing algorithm must operate correctly;
that is, it must be able to find a path to the correct destination if it exists. In addition,
the algorithm should not take an unreasonably long time to find the path to the
destination.

2. Adaptability to changes in network topology resulting from node or link failures.
In an operational network equipment and transmission lines are subject to failures.
A routing algorithm must be able to adapt and reconfigure the paths automatically
when equipment fails.

3. Adaptability to varying source-destination traffic loads. Traffic loads are quantities
that are changing dynamically. In a period of 24 hours, traffic loads may go through
cycles of heavy and light periods. An adaptive routing algorithm would be able to
adjust the paths based on the current traffic loads.

1

2

4

5 Node (switch or router)

3

6

FIGURE 7.22 Multiple paths in a
packet-switching network.

6Note that in this section a node refers to a packet switch, a router, or any network element performing
routing and forwarding functions.
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4. Ability to route packets away from temporarily congested links. A routing algorithm
should avoid heavily congested links. Often it is desirable to balance the load on
each link/path.

5. Ability to determine the connectivity of the network. To find optimal paths, the routing
system needs to know the connectivity or reachability information.

6. Ability to avoid routing loops. Inconsistent information in distributed computation
may lead to routing tables that create routing loops. The routing system should avoid
persistent routing loops even in the presence of distributed routing systems.

7. Low overhead. A routing system typically obtains the connectivity information by
exchanging control messages with other routing systems. These messages represent
an overhead on bandwidth usage that should be minimized.

7.4.1 Routing Algorithm Classification

One can classify routing algorithms in several ways. Based on their responsiveness,
routing can be static or dynamic (or adaptive). In static routing paths are precomputed
based on the network topology, link capacities, and other information. The computation
is typically performed offline by a dedicated host. When the computation is completed,
the paths are loaded to the routing table and remain fixed for a relatively long period
of time. Static routing may suffice if the network size is small, the traffic load does
not change appreciably, or the network topology is relatively fixed. Static routing may
become cumbersome as the network size increases. If the traffic load changes, the
pre-computed paths may easily become suboptimal. The biggest disadvantage of static
routing is its inability to react rapidly to network failures. In dynamic (adaptive)
routing each node continuously learns the state of the network by communicating with
its neighbors. Thus a change in a network topology is eventually propagated to all
nodes. Based on the information collected, each node can compute the best paths to
desired destinations. One disadvantage of dynamic routing is the added complexity in
the node.

Routing algorithms can be centralized or distributed. In centralized routing a
network control center computes all paths and then uploads this information to the nodes
in the network. In distributed routing nodes cooperate by means of message exchanges
and perform their own routing computations. Distributed routing algorithms generally
scale better than centralized algorithms but are more likely to produce inconsistent
results. If the paths calculated by different nodes are inconsistent, loops can develop.
That is, if A thinks that the best path to Z is through B and B thinks that the best path
to Z is through A, then packets destined for Z that have the misfortune of arriving at A
or B will be stuck in a loop between A and B.

Routing decisions can be made on a per packet basis or during the connection
setup time. With virtual-circuit packet switching, the path (virtual circuit) is deter-
mined during the connection setup phase. Once the virtual circuit is established, all
packets belonging to the virtual circuit follow the same path. Datagram packet switch-
ing does not require a connection setup. The path followed by each packet is determined
independently by the routing table in each node.
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7.4.2 Routing Tables

Once the routing algorithm has determined the set of paths, the path information is
stored in the routing table so that each node (switch or router) knows how to forward
packets. As discussed in Section 7.3, the specific routing information stored depends
on the type of packet switching. With virtual-circuit packet switching, the routing table
translates each incoming VCI to an outgoing VCI and identifies the output port to which
to forward a packet based on the incoming VCI of the packet. With datagram packet
switching, the routing table identifies the next hop to which to forward a packet based
on the destination address of the packet. This section describes how various routing
tables in a network cooperate to carry out end-to-end forwarding of packets.

Consider a virtual-circuit packet-switching network as shown in Figure 7.23 where
virtual circuits are terminated at hosts. We assume that virtual circuits are bidirectional
and that each direction uses the same value. There are two virtual circuits between
node A (host) and node 1 (switch). A packet sent by node A with VCI 1 in the header
will eventually reach node B, while a packet with VCI 5 from node A will eventually
reach node D. For each node pair, the VCI has local significance only. At each link the
identifier may be translated to a different identifier, depending on the available VCIs at
a given link. In our example VCI 1 from node A gets translated to 2, and then to 7, and
finally to 8 before reaching node B. When node 1 receives a packet with VCI 1, that
node should replace the incoming VCI with 2 and then forward the packet to node 3.
Other nodes perform similarly.

Using a local VCI rather than a global one has two advantages. First, more virtual
circuits can be assigned, since the VCIs have to be unique only on a link basis rather
than on a global basis. If the virtual circuit field in the packet header is two bytes long,
then up to 64K virtual circuits can be accommodated on a single link. Second, searching
for an available VCI is simple, since a node has to guarantee uniqueness only on its
local link—the information that the switch has in its own routing table. If global VCIs
are used, the node has to ensure that the chosen VCI is not currently being used by any
link along the path, a very time-consuming chore.

The corresponding routing table at each packet switch is shown in Figure 7.24. If a
packet with VCI 5 arrives at node 1 from node A, the packet is forwarded to node 3 after
the VCI is replaced with 3. After arriving at node 3, the packet receives the outgoing
VCI 4 and is then forwarded to node 4. Node 4 translates the VCI to 5 and forwards

A
5

1
2

4
2

2

3 5

7 8

51

6

3

Host

Switch or router

B

D

C

VCI

1

2

4

5

3

6

FIGURE 7.23 Virtual circuit identifier determines the destination.
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Incoming

Node VCI

Outgoing

Node VCI

Incoming

Node VCI

Outgoing

Node VCI

A 31 2

1 62 7

1 43 4

4 62 1

6 17 2

6 41 2

4 14 3

A 35 3

3 A2 1

3 A3 5

Incoming

Node VCI

Outgoing

Node VCI

2 33 2

3 54 5

3 22 3

5 35 4

Node 1

Node 3

Node 2

Node 4

Node 5

Node 6

Incoming

Node VCI

Outgoing

Node VCI

3 B7 8

3 B1 5

B 35 1

B 38 7

Incoming

Node VCI

Outgoing

Node VCI

C 46 3

4 C3 6

Incoming

Node VCI

Outgoing

Node VCI

4 D5 2

D 42 5

FIGURE 7.24 Routing tables for the packet-switching network in Figure 7.23.

the packet to node 5. Finally, node 5 translates the VCI to 2 and delivers the packet
to the destination, which is node D. To make the description easier, the routing tables
in Figure 7.24 use node numbers to identify where a packet comes from and where a
packet is to be forwarded. In practice, local port numbers are used instead of remote
node numbers.

With datagram packet switching, no virtual circuit has to be set up, since no connec-
tion exists between a source and a destination. Figure 7.25 shows the routing tables for
the network topology in Figure 7.22, assuming that a minimum-hop routing objective
is used. If a packet destined to node 6 arrives at node 1, the packet is first forwarded
to node 3 based on the corresponding entry in the routing table at node 1. Node 3
then forwards the packet to node 6. In general, the destination address may be long
(32 bits for IPv4), and thus a hash table or more sophisticated lookup technique may
be employed to yield a match quickly.

Now suppose that a packet arrives at node 1 and is destined to node D, which is
attached to node 5. The routing table in node 1 directs the packet to node 2. The routing
table in node 2 directs the packet to node 5, which then delivers the packet to node D.

7.4.3 Hierarchical Routing

The size of the routing tables that routers need to keep can be reduced if a hierarchical
approach is used in the assignment of addresses. Essentially, hosts that are near each
other should have addresses that have common prefixes. In this way routers need to
examine only part of the address (i.e., the prefix) in order to decide how a packet should
be routed. Figure 7.26 gives an example of hierarchical address assignment and a flat
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FIGURE 7.25 Routing tables for datagram network in Figure 7.22.
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1
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FIGURE 7.26 Address assignment: (a) hierarchical and (b) flat.
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address assignment. In part (a) the hosts at each of the four sites have the same prefix.
Thus the two routers need only maintain tables with four entries as shown. On the
other hand, if the addresses are not hierarchical (Figure 7.26b), then the routers need
to maintain 16 entries in their routing tables.

HIERARCHICAL ADDRESSES IN THE INTERNET
IP addresses consist of two parts: the first part is a unique identifier for the network
within the Internet; the second part identifies the host within the network. IP ad-
dresses are made hierarchical in two ways. Within a network the host part of the ad-
dress may be further subdivided into two parts: an identifier for a subnetwork within
the network and a host identifier within the subnet. Outside the network, routers
route packets according to the network part of the destination address. Once a packet
arrives to the network, further routing is done based on the subnetwork address.

The Internet also uses another hierarchy type for addressing, called supernetting.
Here networks that connect to a common regional network are given addresses that
have a common prefix. This technique allows distant routers to route packets that
are destined to networks connected to the same region based on a single routing
table entry for the prefix. We explain the details of this procedure when we discuss
CIDR addressing in Chapter 8.

7.4.4 Specialized Routing

In this section we examine two simple approaches to routing, called flooding and
deflection routing, which are used in certain network scenarios.

FLOODING
The principle of flooding calls for a packet switch to forward an incoming packet to
all ports except the one the packet was received from. If each packet switch performs
this flooding process, the packet will eventually reach the destination as long as at
least one path exists between the source and the destination. Flooding is an effective
routing approach when the information in the routing tables is not available, such as
during system startup, or when survivability is required, such as in military networks.
Flooding is also effective when the source needs to send a packet to all nodes connected
to the network (i.e., broadcast delivery). We will see that the link-state routing algorithm
uses flooding to distribute the link-state information to other nodes in the network.

Flooding may easily swamp the network as one packet creates multiple packets that
in turn create multiples of multiple packets, generating an exponential growth rate as
illustrated in Figure 7.27. Initially one packet arriving at node 1 triggers three packets
to nodes 2, 3, and 4. In the second phase nodes 2, 3, and 4 send two, two, and three
packets, respectively. These packets arrive at nodes 2 through 6. In the third phase 15
more packets are generated, giving a total of 25 packets after three phases. Clearly,
flooding needs to be controlled so that packets are not generated excessively. To reduce
resource consumption in the network, one can implement a number of mechanisms.
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FIGURE 7.27 Flooding is initiated from node 1: (a) hop-1 transmissions, (b) hop-2
transmissions, and (c) hop-3 transmissions.

One simple method is to use a time-to-live (TTL) field in each packet. When the
source sends a packet, the TTL is initially set to some number. Each node decrements
the TTL by one before flooding the packet. If the value reaches zero, the node discards
the packet. To avoid unnecessary waste of bandwidth, the TTL should ideally be set
to the minimum hop number between two furthest nodes (called the diameter of the
network). In Figure 7.27 the diameter of the network is two. To have a packet reach
any destination, it is sufficient to set the TTL to two.

In the second method, each node adds its identifier to the header of the packet
before it floods the packet. When a node receives a packet that contains the identifier of
the node, it discards the packet since it knows that the packet already visited the node
before. This method effectively prevents a packet from going around a loop.

The third method is similar to the second method in that they both try to discard
old packets. The only difference lies in the implementation. Here each packet from
a given source is identified with a unique sequence number. When a node receives a
packet, the node records the source address and the sequence number of the packet.
If the node discovers that the packet has already visited the node, based on the stored
source address and sequence number, it will discard the packet.

DEFLECTION ROUTING
Deflection routing was first proposed by Paul Baran in 1964 under the name of hot-
potato routing. To work effectively, this approach requires the network to provide
multiple paths for each source-destination pair. Each node first tries to forward a packet
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0,0 0,1 0,2 0,3

1,0 1,1 1,2 1,3

2,0 2,1 2,2 2,3

3,0 3,1 3,2 3,3
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0,0 0,1 0,2 0,3

1,0 1,1 1,2 1,3

2,0 2,1 2,2 2,3

3,0 3,1 3,2 3,3

FIGURE 7.28 Manhattan street network. FIGURE 7.29 Deflection routing in
Manhattan street network.

to the preferred port. If the preferred port is busy or congested, the packet is deflected to
another port. Deflection routing often works well in a regular topology. One example of a
regular topology is shown in Figure 7.28, which is called the Manhattan street network,
since it resembles the streets of New York City. Each column represents an avenue,
and each row represents a street. Each node is labeled (i, j) where i denotes the row
number and j denotes the column number. The links have directions that alternate
for each column or row. If node (0,2) would like to send a packet to node (1,0), the
packet could go two left and one down. However, if the left port of node (0,1) is busy
(see Figure 7.29), the packet will be deflected to node (3,1). Then it can go through
nodes (2,1), (1,1), (1,2), (1,3) and eventually reach the destination node (1,0).

One advantage of deflection routing is that the node can be bufferless, since packets
do not have to wait for a specific port to become available. If the preferred port is
unavailable, the packet can be deflected to another port, which will eventually find
its own way to the destination. Since packets can take alternative paths, deflection
routing cannot guarantee in-sequence delivery of packets. Deflection routing can be
useful in optical networks where optical buffers are currently expensive and difficult
to build. Deflection routing can also be used to implement high-speed packet switches
where the topology is usually regular and high-speed buffers are relatively expensive
compared to deflection routing logic.

7.5 SHORTEST-PATH ROUTING

Many routing algorithms are based on variants of shortest-path algorithms, which try
to determine the shortest path according to some cost criterion. To better understand the
purpose of these algorithms, consider a communication network as a graph consisting
of a set of nodes (or vertices) and a set of links (or edges), where each node represents a
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FIGURE 7.30 A network with associated
link costs.

packet switch and each link represents a transmission line between two packet switches.
Figure 7.30 shows such an example. Associated with each link is a value that represents
the cost (or metric) of using that link. For simplicity, it is assumed that each link is
nondirected. If a link is directed, then the cost must be assigned to each direction. If
we define the path cost to be the sum of the link costs along the path, then the shortest
path between a pair of nodes is the path with the least cost. For example, the shortest
path from node 2 to node 6 is 2-4-3-6, and the path cost is 4.

Many metrics can be used to assign a cost to each link, depending on the objective
function that is to be optimized. Examples include

1. Cost ∼ 1/capacity. The cost is inversely proportional to the link capacity. Here one
assigns higher costs to lower-capacity links. The objective is to send a packet through
a path with the highest capacity. If each link has equal capacity, then the shortest
path is the path with the minimum number of hops.

2. Cost ∼ packet delay. The cost is proportional to an average packet delay, which
includes queueing delay in the switch buffer and propagation delay in the link. The
shortest path represents the fastest path to reach the destination.

3. Cost ∼ congestion. The cost is proportional to some congestion measure, for exam-
ple, traffic loading. Thus the shortest path tries to avoid congested links.

7.5.1 The Bellman-Ford Algorithm

The Bellman-Ford algorithm (also called the Ford-Fulkerson algorithm) is based on
a principle that is intuitively easy to understand: If each neighbor of node A knows the
shortest path to node Z, then node A can determine its shortest path to node Z by calculat-
ing the cost /distance to node Z through each of its neighbors and picking the minimum.

As an example, suppose that we want to find the shortest path from node 2 to
node 6 (the destination) in Figure 7.30. To reach the destination, a packet from node 2
must first go through node 1, node 4, or node 5. Suppose that someone tells us that
the shortest paths from nodes 1, 4, and 5 to the destination (node 6) are 3, 3, and 2,
respectively. If the packet first goes through node 1, the total distance (also called total
cost) is 3 + 3, which is equal to 6. Through node 4, the total distance is 1 + 3, equal
to 4. Through node 5, the total distance is 4 + 2, equal to 6. Thus the shortest path from
node 2 to the destination node is achieved if the packet first goes through node 4.
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To formalize this idea, let us first fix the destination node. Define D j to be the current
estimate of the minimum cost (or minimum distance) from node j to the destination
node and Ci j to be the link cost from node i to node j . For example, C13 = C31 = 2,
and C45 = 3 in Figure 7.30. The link cost from node i to itself is defined to be zero
(that is, Cii = 0), and the link cost between node i and node k is infinite if node i and
node k are not directly connected. For example, C15 = C23 = ∞ in Figure 7.30. If, in
Figure 7.30, the destination node is node 6, then the minimum cost from node 2 to the
destination node 6 can be calculated in terms of distances through node 1, node 4, or
node 5:

D2 = min{C21 + D1, C24 + D4, C25 + D5}
= min{3 + 3, 1 + 3, 4 + 2} (7.5)

= 4

Thus the minimum cost from node 2 to node 6 is through node 4 and is equal to 4.
One problem in our calculation of the minimum cost from node 2 to node 6 is that

we have assumed that the minimum costs from nodes 1, 4, and 5 to the destination were
known. In general, these nodes would not know their minimum costs to the destination
without performing similar calculations. So let us apply the same principle to obtain the
minimum costs for the other nodes. For example, the cost from node 1 to the destination
node 6 is found from

D1 = min{C12 + D2, C13 + D3, C14 + D4} (7.6)

and similarly the cost from node 4 is found from

D4 = min{C41 + D1, C42 + D2, C43 + D3, C45 + D5} (7.7)

A discerning reader will note immediately that these equations are circular, since
D2 depends on D1 and D1 depends on D2. The magic is that if we keep iterating and
updating these equations, the algorithm will eventually converge to the correct result. To
see this outcome, assume that initially D1 = D2 = . . . = D5 = ∞. Observe that at each
iteration we may discover new shorter paths to the destination, and so the distances
from each node to the destination node 6, that is, D1, D2, . . . , D5 are nonincreas-
ing. Because the minimum distances are bounded below, eventually D1, D2, . . . , D5

must converge to the distances corresponding to the shortest path to the given
destination.

Now if we define d as the destination node, we can summarize the Bellman-Ford
algorithm as follows:

1. Initialization (destination node d is distance 0 from itself )

Di = ∞, for all i �= d (7.8)

Dd = 0 (7.9)
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2. Updating (find minimum distance to destination through neighbors): For each i �= d,

Di = min
j

{Ci j + D j }, for all j �= i (7.10)

Repeat step 2 until no more changes occur in the iteration.

EXAMPLE Minimum Cost

Using Figure 7.30, apply the Bellman-Ford algorithm to find both the minimum cost
from each node to the destination (node 6) and the next node along the shortest path.

Each node i maintains an entry (n, Di ), where n is the next node along the current
shortest path and Di is the current minimum cost from node i to the destination. The
next node is given by the value of j in Equation 7.10, which gives the minimum cost.
If the next node is not defined, we set n to −1. In the first iteration, the destination
node informs its directly-attached neighbors that it is distance zero from itself. This
prompts the neighbors to calculate their distance to the destination node. In iteration 2,
the directly-attached neighbors inform their neighbors of their current shortest distance
to the destination, so all nodes within two hops of the destination have found a path to
the destination. At iteration m, all nodes within m hops of the destination node have
determined a path to the destination. The algorithm terminates when no more changes
in entries are observed. Table 7.2 shows the execution of the Bellman-Ford algorithm
for destination node 6.

• Initially all nodes, other than the destination node 6, are at infinite cost (distance) to
node 6. Node 6 informs its neighbors it is distance 0 from itself.

• (Iteration 1) Node 3 finds that it is connected to node 6 with cost of 1. Node 5 finds
it is connected to node 6 at a cost of 2. Nodes 3 and 5 update their entries and inform
their neighbors.

• (Iteration 2) Node 1 finds it can reach node 6, via node 3 with cost 3. Node 2 finds it
can reach node 6, via node 5 with cost 6. Node 4 finds it has paths via nodes 3 and 5,
with costs 3 and 7 respectively. Node 4 selects the path via node 3. Nodes 1, 2, and 4
update their entries and inform their neighbors.

• (Iteration 3) Node 2 finds that it can reach node 6 via node 4 with distance 4. Node 2
changes its entry to (4, 4) and informs its neighbors.

• (Iteration 4) Nodes 1, 4, and 5 process the new entry from node 2 but do not find any
new shortest paths. The algorithm has converged.

TABLE 7.2 Sample processing of Bellman-Ford algorithm. Each entry for
node i represents the next node and cost of the current shortest path to
destination 6.

Iteration Node 1 Node 2 Node 3 Node 4 Node 5

Initial (−1, ∞) (−1, ∞) (−1, ∞) (−1, ∞) (−1, ∞)

1 (−1, ∞) (−1, ∞) (6, 1) (−1, ∞) (6, 2)
2 (3, 3) (5, 6) (6, 1) (3, 3) (6, 2)
3 (3, 3) (4, 4) (6, 1) (3, 3) (6, 2)
4 (3, 3) (4, 4) (6, 1) (3, 3) (6, 2)
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EXAMPLE Shortest-Path Tree

From the preceding example, draw the shortest path from each node to the destination
node. From the last row of Table 7.2, we see the next node of node 1 is node 3, the next
node of node 2 is node 4, the next node of node 3 is node 6, and so forth. Figure 7.31
shows the shortest-path tree rooted to node 6.

1 3

6

5

4

2

2

1

2

1

2

FIGURE 7.31 Shortest-path tree to node 6.

One nice feature of the Bellman-Ford algorithm is that it lends itself readily to
a distributed implementation. The process involves having each node independently
compute its minimum cost to each destination and periodically broadcast the vector
of minimum costs to its neighbors. Changes in the routing table should also trigger a
node to broadcast the minimum costs to its neighbors to speed up convergence. This
mechanism is called triggered updates. It turns out that the distributed algorithm would
also converge to the correct minimum costs under mild assumptions. Upon convergence,
each node would know the minimum cost to each destination and the corresponding
next node along the shortest path. Because only cost vectors (or distance vectors) are
exchanged among neighbors, the protocol implementing the distributed Bellman-Ford
algorithm is often referred to as a distance vector protocol. Each node i participating
in the distance vector protocol computes the following equation:

Dii = 0 (7.11)

Di j = min
k

{Cik + Dkj }, for all k �= i (7.12)

where Di j is the minimum cost from node i to the destination node j . Upon updating,
node i broadcasts the vector {Di1, Di2, Di3, . . .} to its neighbors. The distributed version
can adapt to changes in link costs or topology as the next example shows.

EXAMPLE Recomputing Minimum Cost

Suppose that after the distributed algorithm stabilizes for the network shown in Fig-
ure 7.30, the link connecting node 3 and node 6 breaks. Compute the minimum cost
from each node to the destination node (node 6), assuming that each node immediately
recomputes its cost after detecting changes and broadcasts its routing updates to its
neighbors. The new network topology is shown in Figure 7.32.
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FIGURE 7.32 New network topology
following break from node 3 to 6.

Upon receiving routing updates, we assume that nodes recompute their shortest
paths in parallel simultaneously. When the computations are completed, we also assume
that routing updates are transmitted simultaneously. The results of the computations are
shown in Table 7.3. The results are obtained as follows (again the reader is encouraged
to perform the algorithm before reading the discussion).

• (Update 1) As soon as node 3 detects that link (3,6) breaks, node 3 recomputes the
minimum cost to node 6. Node 3 looks for paths to node 6 through its neighbors,
node 1 and node 4, and its calculations indicate that the new shortest path is through
node 4 at a cost of 5. (At this point, node 3 does not realize that the shortest path
that node 4 is advertising happens to go through node 3, so a loop has been created!)
Node 3 then sends the new routing update to its neighbors, which are nodes 1 and 4.

• (Update 2) Nodes 1 and 4 then recompute their minimum costs: node 1 finds its
shortest path is still through node 3 but the cost has increased to 7; node 4 finds its
shortest path is through either node 2 or node 5 with a cost of 5. We suppose that
node 4 chooses node 2 (which creates a new loop between 4 and 2). Node 1 transmits
its routing update to nodes 2, 3, and 4, and node 4 transmits its routing update to
nodes 1, 2, 3, and 5.

• (Update 3) Node 1 finds its shortest path is still through node 3. Node 2 finds its
shortest path is still through node 4 but the cost has increased to 6. Node 3 finds that
its shortest path is still through node 4 but the cost has increased to 7. Nodes 4 and 5
find their shortest paths have not changed. Node 2 transmits its update to nodes 1, 4,
and 5, and node 3 transmits its update to nodes 1 and 4.

TABLE 7.3 Next node and cost of current shortest path to node 6 using
the distributed version.

Update Node 1 Node 2 Node 3 Node 4 Node 5

Before break (3, 3) (4, 4) (6, 1) (3, 3) (6, 2)
1 (3, 3) (4, 4) (4, 5) (3, 3) (6, 2)
2 (3, 7) (4, 4) (4, 5) (2, 5) (6, 2)
3 (3, 7) (4, 6) (4, 7) (2, 5) (6, 2)
4 (2, 9) (4, 6) (4, 7) (5, 5) (6, 2)
5 (2, 9) (4, 6) (4, 7) (5, 5) (6, 2)
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• (Update 4) Node 1 finds its shortest path is through either node 2 or node 3 with a
cost of 9. Suppose that node 1 chooses node 2. Node 4 now finds a new shortest path
through node 5 with a cost of 5 (which removes the loop), since the cost through 2
has increased to 7. Node 5 does not change its shortest path. Node 1 transmits its
update to nodes 2, 3, and 4, and node 4 transmits its update to nodes 1, 2, 3, and 5.

• (Update 5) None of the nodes finds a new shorter path. The algorithm has converged.

This example shows that the distributed version of the Bellman-Ford algorithm
requires a series of exchanges of update information to correct inaccurate information
until convergence is achieved. Because of this, the algorithm usually converges rather
slowly. Note also that during the calculation in the transient state, packets already in
transit may loop among nodes. After convergence in the steady state, packets eventually
find the destination.

EXAMPLE Reaction to Link Failure

This example shows that the distributed Bellman-Ford algorithm may react very slowly
to a link failure. To see this, consider the topology shown in Figure 7.33a with node 4 as
the destination. Suppose that after the algorithm stabilizes, link (3,4) breaks, as shown
in Figure 7.33b. Recompute the minimum cost from each node to the destination node
(node 4).
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FIGURE 7.33 Topology before and after link
failure.

TABLE 7.4 Next node and cost of current
shortest path to node 4.

Update Node 1 Node 2 Node 3

Before break (2, 3) (3, 2) (4, 1)
After break (2, 3) (3, 2) (2, 3)

1 (2, 3) (3, 4) (2, 3)
2 (2, 5) (3, 4) (2, 5)
3 (2, 5) (3, 6) (2, 5)
4 (2, 7) (3, 6) (2, 7)
5 (2, 7) (3, 8) (2, 7)

. . . . . . . . . . . .

Note: Dots in the last row indicate that the table continues to
infinity
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The computation of minimum costs is shown in Table 7.4. As the table shows, each
node keeps updating its cost (in increments of 2 units). At each update, node 2 thinks that
the shortest path to the destination is through node 3. Likewise, node 3 thinks the best
path is through node 2. As a result, a packet in either of these two nodes bounces back
and forth until the algorithm stops updating. Unfortunately, in this case the algorithm
keeps iterating until the minimum cost is infinite (or very large, in practice), at which
point, the algorithm realizes that the destination node is unreachable. This problem
is often called counting to infinity. It is easy to see that if link (3,4) is restored, the
algorithm will converge very quickly. Therefore: Good news travels quickly, bad news
travels slowly.

To avoid the counting-to-infinity problem, several changes to the algorithm have
been proposed, but unfortunately, none of them work satisfactorily in all situations.
One particular method that is widely implemented is called the split horizon, whereby
the minimum cost to a given destination is not sent to a neighbor if the neighbor is the
next node along the shortest path. For example, if node X thinks that the best route to
node Y is via node Z, then node X should not send the corresponding minimum cost to
node Z. Another variation called split horizon with poisoned reverse allows a node
to send the minimum costs to all its neighbors; however, the minimum cost to a given
destination is set to infinity if the neighbor is the next node along the shortest path.
Here, if node X thinks that the best route to node Y is via node Z, then node X should
set the corresponding minimum cost to infinity before sending it to node Z.

EXAMPLE Split Horizon with Poisoned Reverse

Consider again the topology shown in Figure 7.33a. Suppose that after the algorithm
stabilizes, link (3,4) breaks. Recompute the minimum cost from each node to the
destination node (node 4), using the split horizon with poisoned reverse.

The computation of minimum costs is shown in Table 7.5. After the link breaks,
node 3 sets the cost to the destination equal to infinity, since the minimum cost node 3
has received from node 2 is also infinity. When node 2 receives the update message, it
also sets the cost to infinity. Next node 1 also learns that the destination is unreachable.
Thus split horizon with poisoned reverse speeds up convergence in this case.

TABLE 7.5 Minimum costs by using split horizon
with poisoned reverse.

Update Node 1 Node 2 Node 3

Before break (2, 3) (3, 2) (4, 1)
After break (2, 3) (3, 2) (−1, ∞)

1 (2, 3) (−1, ∞) (−1, ∞)

2 (−1, ∞) (−1, ∞) (−1, ∞)
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7.5.2 Dijkstra’s Algorithm

Dijkstra’s algorithm is an alternative algorithm for finding the shortest paths from
a source node to all other nodes in a network. It is generally more efficient than the
Bellman-Ford algorithm but requires each link cost to be positive, which is fortunately
the case in communication networks. The main idea of Dijkstra’s algorithm is to pro-
gressively identify the closest nodes from the source node in order of increasing path
cost. The algorithm is iterative. At the first iteration the algorithm finds the closest
node from the source node, which must be the neighbor of the source node if link
costs are positive. At the second iteration the algorithm finds the second-closest node
from the source node. This node must be the neighbor of either the source node or the
closest node to the source node; otherwise, there is a closer node. At the third iteration
the third-closest node must be the neighbor of the source node or the first two closest
nodes, and so on. Thus at the kth iteration, the algorithm will have determined the k
closest nodes from the source node.

The algorithm can be implemented by maintaining a set N of permanently labeled
nodes, which consists of those nodes whose shortest paths have been determined.
At each iteration the next-closest node is added to the set N and the distance to the
remaining nodes via the new node is evaluated. To formalize the algorithm, let us define
Di to be the current minimum cost from the source node (labeled s) to node i . Dijkstra’s
algorithm can be described as follows:

1. Initialization:

N = {s} (7.13)
D j = Csj , for all j �= s (7.14)

Ds = 0 (7.15)

2. Finding the next closest node: Find node i /∈ N such that

Di = min
j /∈N

D j (7.16)

Add i to N .
If N contains all the nodes, stop.

3. Updating minimum costs after node i added to N : For each node j /∈ N

D j = min{D j , Di + Ci j } (7.17)

Go to step 2.
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EXAMPLE Finding the Shortest Path

Using Figure 7.30, apply Dijkstra’s algorithm to find the shortest paths from the source
node (assumed to be node 1) to all the other nodes.

Table 7.6 shows the execution of Dijkstra’s algorithm at the end of the initialization
and each iteration. At each iteration the value of the minimum cost of the next closest
node is underlined. In case of a tie, the closest node can be chosen randomly. The
minimum cost for each node not permanently labeled is then updated sequentially. The
last row records the minimum cost to each node.

TABLE 7.6 Execution of Dijkstra’s algorithm.

Iteration N D2 D3 D4 D5 D6

Initial {1} 3 2 5 ∞ ∞
1 {1,3} 3 2 4 ∞ 3
2 {1,2,3} 3 2 4 7 3
3 {1,2,3,6} 3 2 4 5 3
4 {1,2,3,4,6} 3 2 4 5 3
5 {1,2,3,4,5,6} 3 2 4 5 3

If we also keep track of the predecessor node of the next-closest node at each itera-
tion, we can obtain a shortest-path tree rooted at node 1, such as shown in Figure 7.34.
When the algorithm stops, it knows the minimum cost to each node and the next node
along the shortest path. For a datagram network, the routing table at node 1 looks like
Table 7.7.
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FIGURE 7.34 Shortest-path tree from node 1
to other nodes.

The data in the table is obtained as follows (again we encourage the reader to
develop the results in Table 7.6 and Table 7.7, before reading on):

• (Iteration 1) Node 1 compares its costs to its directly attached nodes and finds that
node 3 is the closest with a cost of 2. Node 3 is added to the set N . The tree diagram
leading to Figure 7.34 is started by linking node 1 to node 3. The new minimum costs
from node 1 to other nodes via node 3 are determined. It is found that a new shortest
path to node 4 is through node 3 with cost of 4 so the third entry in iteration 1 is
changed. It is also determined that node 6 can be reached through node 3 at a cost of 3.

• (Iteration 2) Node 2 and node 6 are tied for the second closest from node 1. Suppose
that node 2 is selected so it is added to the set N . The tree diagram is updated by
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connecting node 1 to node 2. The new minimum costs from node 1 are now calculated
for the paths through node 2. It is found that node 5 has a cost of 7 through node 2.

• (Iteration 3) Node 6 is next added to N and connected in the tree diagram to node 1
via node 3. A new shortest path to node 5 through node 6 is found with a cost of 5.

• (Iteration 4) Node 4 is found to be the fourth closest node from node 1. It is connected
to node 1 via node 3. No new shortest path is found through node 4.

• (Iteration 5) Node 5 if finally added to N with a cost of 5. Node 5 is connected to
node 1 via nodes 3 and 6. This completes the algorithm.

TABLE 7.7 Routing table at node 1
for Figure 7.34.

Destination Next node Cost

2 2 3
3 3 2
4 3 4
5 3 5
6 3 3

To calculate the shortest paths, Dijkstra’s algorithm requires the costs of all links
to be available to the algorithm. Thus these link values must be communicated to
the processor that is carrying out the computation. The link-state protocol uses this
approach to calculate shortest paths.

7.5.3 Source Routing versus Hop-by-Hop Routing

In the datagram network, typically each node is responsible for determining the next hop
along the shortest path. If each node along the path performs the same process, a packet
traveling from the source is said to follow hop-by-hop routing to the destination.

Source routing is another routing approach whereby the path to the destination
is determined by the source. Another variation, termed explicit routing, allows a par-
ticular node (not necessarily the source) to determine the path. Source routing works
in either datagram or virtual-circuit packet switching. Before the source can send a
packet, the source has to know the path to the destination in order to include the path
information in the packet header. The path information contains the sequence of nodes
to traverse and should give the intermediate node sufficient information to forward the
packet to the next node until the packet reaches the destination. Figure 7.35 shows how
source routing works in a datagram network.

Each node examines the header, strips off the address identifying the node, and
forwards the packet to the next node. The source (host A) initially includes the entire
path (1, 3, 6, B) in the packet to be destined to host B. Node 1 strips off its address and
forwards the packet to the next node, which is node 3. The path specified in the header
now contains 3, 6, B. Nodes 3 and 6 perform the same function until the packet reaches
host B, which finally verifies that it is the intended destination.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


7.5 Shortest-Path Routing 533

A

1,3,6,B 6,B

B

3,6,B

Source
host

Destination
host

B

1 3

6

5

4

2

FIGURE 7.35 Example of source routing.

In some cases it may be useful to preserve the complete path information while
the packet is progressing toward the destination. With complete path information the
destination can send a packet back to the source by simply reversing the path, which
avoids relearning the reverse path. Path preservation can easily be implemented by
introducing another field in the header that keeps track of the next node to be visited
along the path so that a node knows which specific address to read.

Source routing typically can be strict or loose. In strict source routing the source
specifies the address of each node along the path to the destination. For cases when
the source only knows partial information of the network topology, the source can
use loose source routing where only a subset of the nodes along the path needs to be
specified. For example, host A may specify path (1, 6, B) for loose source routing in
Figure 7.35. When node 1 receives the packet containing such a path, it is up to node 1
to determine the path to node 6. For example, node 1 may decide that the better path to
node 6 is through node 4 and node 5.

7.5.4 Link-State Routing versus Distance-Vector Routing

Within a domain the best paths are invariably found by using a shortest-path algorithm
that identifies the set of shortest paths according to some metric. The metric reflects
the objective function of the network operator, for example, hops, cost, delay, and
available bandwidth. To perform the shortest-path calculations, the values of the metrics
for different links in the networks are required. Nodes must cooperate and exchange
information to obtain the values of the metrics. They then use one of the two types of
shortest-path algorithms to compute the set of current best routes.

Many routers in the Internet support both the distance-vector protocol and the link-
state protocol. In the distance-vector routing approach, neighboring routers exchange
routing tables that state the set or vector of known distances to other destinations. After
neighboring routers exchange this information, they process it using a Bellman-Ford
algorithm to see whether they can find new better paths through the neighbor that
provided the information. If a new better path is found, the router will send the new
vector to its neighbors. Distance-vector routing adapts to changes in network topology
gradually as the information on the changes percolates through the network.
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In the link-state routing approach each router floods information about the state of
the links that connect it to its neighbors. This process allows each router to construct
a map of the entire network and from this map to derive the routing table using the
Dijkstra algorithm. If the state of the link changes, the router detecting the change will
flood the new information throughout the network. Thus link-state routing typically
converges faster than distance-vector routing.

Besides convergence time, comparison between distance vector and link-state rout-
ing has been made in the past with respect to memory and processing requirements.
However, these criteria have become less important due to rapid advances in silicon
technologies that have made these components significantly cheaper and more powerful.

Since link-state routing knows the entire map of the network, link-state routing is
generally more flexible than distance-vector routing. For example, link-state routing
deals with source routing better than distance-vector routing. Some networks may im-
pose certain constraints for a given source-destination pair, such as avoiding a particular
link that is deemed unreliable. In such cases, link-state routing also works better than
distance-vector routing.

7.6 ATM NETWORKS

Asynchronous transfer mode (ATM) is a method for multiplexing and switching that
supports a broad range of services. ATM is a connection-oriented packet-switching
technique that can provide quality-of-service (QoS) guarantees on a per-connection
basis.

ATM combines several desirable features of packet switching and time-division
multiplexing (TDM) circuit switching. Table 7.8 compares four features of TDM and
packet multiplexing. The first comparison involves the capability to support services
that generate information at a variable bit rate. Packet multiplexing easily handles vari-
able bit rates. Because the information generated by the service is simply inserted into
packets, the variable-bit-rate nature of the service translates into the generation of the
corresponding packets. Variable-bit-rate services i.e., video, can therefore be accom-
modated as long as packets are not generated at a rate that exceeds the speed of the
transmission line. TDM systems, on the other hand, have significant difficulty support-
ing variable-bit-rate services. Because TDM systems inherently transfer information at
a constant bit rate, the bit rates that TDM can support are multiples of some basic rate,
for example, 64 kbps for telephone networks and STS-1 for SONET.

The second comparison involves the delay incurred in traversing the network. In
the case of TDM, once a connection is set up the delays are small and nearly constant.

TABLE 7.8 TDM versus packet multiplexing.

Variable bit rate Delay Bursty traffic Processing

TDM Multirate only Low, fixed Inefficient Minimal, very high speed
Packet Easily handled Variable Efficient Header and packet

processing required
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Packet multiplexing, on the other hand, has inherently variable transfer delays because
of the queueing that takes place in the multiplexers. Packet multiplexing may also have
difficulty in providing particular services with low delay. For example, because packets
can be of variable length, when a long packet is undergoing transmission, all other
packets including urgent ones must wait for the duration of the transmission. ATM
avoids this situation by making the packet length short.

The third criterion for comparison is the capability to support bursty traffic. TDM
dedicates the transmission resources, namely, slots, to a connection for the entire
duration of the connection. If the connection is generating information in a bursty
fashion, then many of the dedicated slots go unused. Therefore, TDM is inefficient for
services that generate bursty information. Packet multiplexing, on the other hand, was
developed specifically to handle bursty traffic and can do so in an efficient way.

Processing is the fourth comparison criterion. In TDM, the processing in trans-
ferring slots from inputs to outputs is relatively small and can be done at very high
speeds. Packet multiplexing, on the other hand, has to examine the information in each
packet header and requires more intensive processing. Packet processing was tradition-
ally done in software, which was relatively slow at the time ATM was first formulated.
However, recent advances in hardware techniques have opened up opportunities for
utilizing hardware to perform intensive packet processing at high speed.

ATM was developed in the mid-1980s to combine the advantages of TDM and
packet multiplexing. ATM involves the conversion of all information flows into short
53-byte fixed-length packets called cells. Cells contain abbreviated 5-byte headers, or
labels, which are essentially pointers to tables in the switches. In terms of the four
criteria. ATM has the following features. Because it is packet based, ATM can easily
handle services that generate information in bursty fashion or at variable bit rates. The
abbreviated header of ATM and the fixed length facilitate hardware implementations
that result in low delay and high speeds.

Figure 7.36 shows the operation of an ATM multiplexer. The information flows
generated by various users are converted into cells and sent to an ATM multiplexer.
The multiplexer arranges the cells into one or more queues and implements some
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FIGURE 7.36 ATM multiplexing.
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scheduling strategy that determines the order in which cells are transmitted. The purpose
of the scheduling strategy is to provide for the different qualities of service required by
the different flows. ATM does not reserve transmission slots for specific information
flows, and so it has the efficiencies of packet multiplexing. The reason for the term
asynchronous is that the transmission of cells is not synchronized to any frame structure
as in the case of TDM systems.

ATM networks are connection-oriented and require a connection setup prior to the
transfer of cells. The connection setup is similar to that described for virtual-circuit
packet-switching networks. ATM connection setup procedure requires the source to
provide a traffic descriptor that describes the manner in which cells are produced, for
example, peak cell rate in cells/second, sustainable (long-term average) cell rate in
cells/second, and maximum length of a burst of cells. The source also specifies a set of
QoS parameters that the connection must satisfy, for example, cell delay, cell loss, and
cell delay jitter. The connection setup procedure involves identifying a path through the
network that can meet these requirements. A connection admission control procedure
is carried out at every multiplexer along the path. This path is called a virtual channel
connection (VCC).

The VCC is established by a chain of local identifiers that are defined during the
connection setup at the input port to each switch between the source and the destination.
Figure 7.37 shows the tables associated with two of the input ports to an ATM switch. In
input port 5 we have cells from a voice stream arriving with identifier 32 in the header.
We also have cells from a video stream arriving with identifier 25. When a cell with
identifier 32 arrives at input port 5, the table lookup for entry 32 indicates that the cell
is to be switched to output port 1 and that the identifier in the header is to be changed
to 67. Similarly, cells arriving at port 5 with identifier 25 are switched to output port N
with new identifier 75. Note that the identifier is locally defined for each input port.
Thus input port 6 uses identifier 32 for a different VCC.

At this point it is clear that ATM has a strong resemblance to virtual-circuit packet
switching. One major difference is ATM’s use of short, fixed-length packets. This
approach simplifies the implementation of switches and makes high speed operation
possible. Indeed, ATM switches with capacities of up to 640 Gigabits/second have been
deployed in the field. The use of short fixed-length packets also gives a finer degree
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FIGURE 7.37 ATM switching.
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FIGURE 7.38 Role of virtual paths in ATM network.

of control over the scheduling of packet transmissions, since the shorter packets imply
a smaller minimum waiting time until the transmission line becomes available for the
next transmission.

To understand how the local identifiers are defined in ATM, we first need to see
how ATM incorporates some of the concepts used in SONET. SONET allows flows
that have a common path through the network to be grouped together. ATM uses the
concept of a virtual path to achieve this bundling. Figure 7.38 shows five VCCs in an
ATM network. The VCCs a, b, and c enter the network at switch 1, share a common
path up to switch 2, and are bundled into an aggregated path called a virtual path
connection (VPC) that connects switch 1 to switch 2.7 This VPC happens to pass
through an ATM cross-connect whose role is to switch only virtual paths. The VPC
that contains VCCs a, b, and c has been given virtual path identifier (VPI) 3 between
switch 1 and the cross-connect. The cross-connect switches all cells with VPI 3 to the
link connecting it to switch number 2 and changes the VPI to 5, which identifies the
virtual path between the cross-connect and ATM switch 2. This VPC terminates at
switch 2 where the three VCCs are unbundled; cells from VCC a are switched out to a
given output port, whereas cells from VCCs b and c proceed to switch 3. Figure 7.38
also shows VCCs d and e entering at switch 1 with a common path to switch 4. These
two channels are bundled together in a virtual path that is identified by VPI 2 between
switch 1 and the cross-connect and by VPI 1 between the cross-connect and switch 4.

The preceding discussion clearly shows that a virtual circuit in ATM requires two
levels of identifiers: an identifier for the VPC, the VPI; and a local identifier for the
VCC, the so-called virtual channel identifier (VCI). A VPC can be thought of as a
large digital pipe that takes traffic streams from other smaller pipes (VCCs) and handles
them as a single unit. Figure 7.39 shows a cross-section of the cell stream that arrives

7We use letters to identify the end-to-end virtual connection. In ATM the network identifies each virtual
connection by a chain of locally defined identifiers. We use numbers to indicate these identifiers.
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FIGURE 7.39 ATM virtual connections.

at a given input port of an ATM switch or a cross-connect. The cells of a specific VCC
are identified by a two-part identifier consisting of a VPI and a VCI. VCCs that have
been bundled into a virtual path have the same VPI, and their cells are switched in the
same manner over the entire length of the virtual path. At all switches along the virtual
path, switching is based on the VPI only and the VCIs are unchanged. The VCIs are
used and translated only at the end of the virtual path.

The details of the VPIs and VCIs are discussed in Chapter 9. However, it is worth
noting here that the VCI/VPI structure can support a very large number of connections
and hence provides scalability to very large networks.

ATM provides many of the features of SONET systems that facilitate the config-
uration of the network topology and the management of the bandwidth. The virtual
path concept combined with the use of ATM cross-connects allow the network opera-
tor to dynamically reconfigure the topology seen by the ATM switches using software
control. This concept also allows the operator to change the bandwidth allocated to
virtual paths. Furthermore, these bandwidth allocations can be done to any degree of
granularity, that is, unlike SONET, ATM is not restricted to multiples of 64 kbps.

FROM ATM TO MPLS
ATM was initially envisioned as the high-speed multiservice network technology
that could be deployed in the core packet network. In the 1990s, ATM switches
were widely used to interconnect IP routers in the ISP network. The connection-
oriented feature of ATM allows service providers to easily configure the routes
followed by the virtual circuits and paths so that network congestion is minimized.
However, the overhead in the ATM cell header was found to be a significant penalty
in link efficiency. The need to implement segmentation and reassembly for ATM
at speeds beyond OC-48 also proved challenging and unnecessary given the much
lower packet transmission times inherent at such high transmission speeds.
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Multi-Protocol Label Switching (MPLS) was introduced as an alternative net-
work technology for the core ISP network. As in ATM, MPLS adopts the label
switching paradigm, but with variable-length packets using Packet-over-SONET
(POS) encapsulation (MPLS is described in detail in Chapter 10). This difference
avoids the inefficiency of ATM overhead and the need to do segmentation and
reassembly. In addition, MPLS integrates its routing and addressing functions with
IP (unlike ATM which requires separate signaling and routing functions) and so is
better suited for networks that primarily carry IP. At present, ATM is mainly used
in the edge of the network where QoS is essential and speed is not of essence.

7.7 TRAFFIC MANAGEMENT
AT THE PACKET LEVEL

Traffic management is concerned with delivery of QoS to the end user and with
efficient use of network resources. Based on traffic granularity, we can classify traffic
management into three levels: packet level, flow level, and flow-aggregated level. In
this section, we focus on the packet level, which is mainly concerned with packet
queueing and packet scheduling at switches, routers, and multiplexers to provide
differentiated treatment for packets belonging to different QoS classes. Packet-level
traffic management operates in the smallest time scale on the order of packet transmis-
sion time.

Recall from Section 7.3.3 that a packet switch can be viewed as a node where packet
streams arrive, are demultiplexed, switched, and remultiplexed onto outgoing lines.
A packet switch also contains buffers to ensure that coincident packet arrivals are not
lost. Thus the path traversed by a packet through a network can be modeled as a sequence
of queueing systems as shown in Figure 7.40. The dashed arrows show packets from
other flows that “interfere” with the packet of interest in the sense of contending for
buffers and transmission along the path. We also note that these interfering flows may
enter at one node and depart at some later node, since in general they belong to different
source-destination pairs and follow different paths through the network.

The performance experienced by a packet along the path is the accumulation of
the performance experienced at the N queueing systems. For example, the total end-
to-end delay is the sum of the individual delays experienced at each system. Therefore,

Packet buffer

1 2 N�1 N

…

FIGURE 7.40 The end-to-end QoS of a packet along a path traversing N queueing
systems.
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the average end-to-end delay is the sum of the individual average delays. If we can
guarantee that the delay at each system can be kept below some upper bound, then the
end-to-end delay can be kept below the sum of the upper bounds. The jitter experienced
by packets is also of interest. The jitter measures the variability in the packet delays
and is typically measured in terms of the difference of the minimum delay and some
maximum value of delay.

Packet loss performance is also of interest. Packet loss occurs when a packet arrives
at a queueing system that has no more buffers available. Causes of packet loss include
surges in packet arrivals to a buffer and increased transmission time due to long packets
or congestion downstream. The end-to-end probability of packet loss is the probability
of packet loss somewhere along the path and is bounded above by the sum of the packet
loss probabilities at each system.

Note that the discussion here is not limited solely to connection-oriented packet
transfer. In the case of connectionless transfer of packets, each packet will experience
the performance along the path traversed. If each packet is likely to traverse a different
path, then it is difficult to make a statement about packet performance. On the other
hand, this analysis will hold in connectionless packet-switching networks for the period
of time during which a single path is used between a source and a destination.8 If these
paths can be “pinned down” for certain flows in a connectionless network, then the
end-to-end analysis is valid.

Packet-switching networks are called upon to support a wide range of services
with diverse QoS requirements. To meet the QoS requirements of multiple services, a
queueing system must implement strategies for controlling the transmission bit rates
that are provided to the various information flows (called queue scheduling), and for
managing how packets are placed in the queueing system (called queue management).
We now consider a number of these strategies.

7.7.1 FIFO and Priority Queues

The simplest approach to queue scheduling involves first-in, first-out (FIFO) queueing
where packets are transmitted in order of their arrival, as shown in Figure 7.41a. Packets
are discarded when they arrive at a full buffer. The delay and loss experienced by packets
in a FIFO queueing system depend on the packet interarrival times and on the packet
lengths. As interarrivals become more bursty or packet lengths more variable, packets
will tend to bunch up and queues will then build up, causing performance to deteriorate.
Because FIFO queueing treats all packets in the same manner, it is not possible to provide
different information flows with different qualities of service. FIFO queueing systems
are also subject to hogging, which occurs when a user sends packets at a high rate and
fills the buffers in the system, thus depriving other users of access to the buffer.

The FIFO queue management can be modified to provide different characteristics
of packet-loss performance to different classes of traffic. Figure 7.41b shows an example

8For example, in IP networks the path between a source and destination remains fixed once routing updates
are processed and routing tables updated.
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FIGURE 7.41 (a) FIFO
queueing; (b) FIFO queueing
with discard priority.

with two classes of traffic. When the number of packets in a buffer reaches a certain
threshold, arrivals of lower access priority (Class 2) are not allowed into the system.
Arrivals of higher access priority (Class 1) are allowed as long as the buffer is not
full. As a result, packets of lower access priority will experience a higher packet-loss
probability.

Head-of-line (HOL) priority queueing is a second queue scheduling approach
that involves defining a number of priority classes. A separate buffer is maintained for
each priority class. As shown in Figure 7.42, each time the transmission link becomes
available the next packet for transmission is selected from the head of the line of the
highest priority queue that is not empty. For example, packets requiring low delay may
be assigned a high priority, whereas packets that are not urgent may be assigned a lower
priority. The size of the buffers for the different priority classes can be selected to meet
different loss probability requirements. While priority queueing does provide different
levels of service to the different classes, it still has shortcomings. For example, it does
not allow for providing some degree of guaranteed access to transmission bandwidth
to the lower priority classes. Another problem is that it does not discriminate among
users of the same priority. Fairness problems can arise here when a certain user hogs
the bandwidth by sending an excessive number of packets.

A third approach to queue scheduling, shown in Figure 7.43, involves sorting
packets in the buffer according to a priority tag that reflects the urgency with which
each packet needs to be transmitted. This system is very flexible because the method for
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When
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queue empty

High-priority
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Low-priority
packets

Packet discard
when full

Transmission
link

FIGURE 7.42 HOL priority queueing.
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FIGURE 7.43 Sorting packets according to priority tag.

defining priority is open and can even be defined dynamically.9 For example, the priority
tag could consist of a priority class followed by the arrival time of a packet. The resulting
system implements the HOL priority system discussed above. In a second example the
priority tag corresponds to a due date. Packets requiring smaller delays are assigned
earlier due dates and are transmitted sooner. Packets without a delay requirement get
indefinite or very long due dates, and are transmitted after all time-critical packets have
been transmitted. A third important example that can be implemented by the approach
is fair queueing and weighted fair queueing, which are discussed next.

7.7.2 Fair Queueing

Fair queueing attempts to provide equitable access to transmission bandwidth. Each
user flow has its own logical buffer. In an ideal system the transmission bandwidth, say,
C bits/second, is divided equally among the buffers that have packets to transmit.10 The
contents of each buffer can then be viewed as a fluid that is drained continuously. The
size of the buffer for each user flow can be selected to meet specific loss probability
requirements so that the cells or packets of a given user will be discarded when that
buffer is full.

Fair queueing is “fair” in the following sense. In the ideal fluid flow situation, the
transmission bandwidth is divided equally among all nonempty buffers. Thus if the
total number of flows in the system is n and the transmission capacity is C , then each
flow is guaranteed at least C/n bits/second. In general, the actual transmission rate
experienced may be higher because buffers will be empty from time to time, so a share
larger than C/n bits/second is received at those times.

In practice, dividing the transmission capacity exactly equally is not possible. As
shown in Figure 7.44 one approach could be to service each nonempty buffer one bit at
a time in round-robin fashion. However, decomposing the resulting bit stream into the
component packets would require the introduction of framing information and extensive
processing at the output. In the case of ATM, fair queueing can be approximated in
a relatively simple way. Because in ATM all packets are the same length, the system
needs only service the nonempty buffers one packet at a time in round-robin fashion.
User flows are then guaranteed equal access to the transmission bandwidth.

9See [Hashemi 1997] for a discussion on the various types of scheduling schemes that can be implemented
by this approach.
10This technique is called processor sharing in the computing literature.
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FIGURE 7.44 Fair queueing.

Figure 7.45 illustrates the differences between ideal or “fluid flow” and packet-by-
packet fair queueing. The figure assumes that buffer 1 and buffer 2 each has a single
L-bit packet to transmit at t = 0 and that no subsequent packets arrive. Assuming
a capacity of C = L bits/second = 1 packet/second, the fluid-flow system transmits
each packet at a rate of 1/2 and therefore completes the transmission of both packets
exactly at time t = 2 seconds. The bit-by-bit system (not shown in the figure) would
begin by transmitting one bit from buffer 1, followed by one bit from buffer 2, and so
on. After the first bit each subsequent bit from buffer 1 would require 2/L seconds to
transmit. Therefore, the transmission of the packet from buffer 1 would be completed
after 1 + 2(L −1) = 2L −1 bit-transmission times, which equals 2−1/L seconds. The
packet from buffer 2 is completed at time 2 seconds. The transmission of both packets
in the fluid-flow system would be completed at time 2L/L = 2 seconds. On the other
hand, the packet-by-packet fair-queueing system transmits the packet from buffer 1 first

Packet from
buffer 2 waiting

Packet from
buffer 1 being

served

0

0 1 2

1

1 2
t

t

Packet-by-packet system:
buffer 1 served first at rate 1;
then buffer 2 served at rate 1

Fluid-flow system:
both packets served
at rate 1�2

Both packets
complete service
at t � 2

Packet from buffer 2
being served

Buffer 1
at t � 0

Buffer 2
at t � 0

FIGURE 7.45 Fluid-flow and packet-by-packet fair queueing
(two packets of equal length).
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and then transmits the packet from buffer 2, so the packet completion times are 1 and
2 seconds. In this case the first packet is 1 second too early relative to the completion
time in the fluid system.

Approximating fluid-flow fair queueing is not as straightforward when packets
have variable lengths. If the different user buffers are serviced one packet at a time
in round-robin fashion, we do not necessarily obtain a fair allocation of transmission
bandwidth. For example, if the packets of one flow are twice the size of packets in
another flow, then in the long run the first flow will obtain twice the bandwidth of the
second flow. A better approach is to transmit packets from the user buffers so that the
packet completion times approximate those of a fluid-flow fair-queueing system. Each
time a packet arrives at a user buffer, the completion time of the packet is derived from
a fluid-flow fair-queueing system. This number is used as a finish tag for the packet.
Each time the transmission of a packet is completed, the next packet to be transmitted
is the one with the smallest finish tag among all of the user buffers. We refer to this
system as a packet-by-packet fair-queueing system.

Consider how a finish tag may be computed. Assume that there are n flows, each
with its own buffer. Suppose for now that each buffer is served one bit at a time. Let a
round consist of a cycle in which all n buffers are offered service as shown in Figure 7.46.
The number of rounds in a time period is the number of opportunities that each buffer
has had to transmit a bit. If a packet of length k bits were to begin transmission at a
given point in time, then its packet transmission would be completed k rounds into the
future. Thus the notion of rounds can be related to relative packet completion times.
The actual duration of a given round is proportional to the actual number of buffers
nactive(t) that have information to transmit. When the number of active buffers is large,
the duration of a round is large; when the number of active buffers is small, the rounds
are short in duration.

Now suppose that the buffers are served as in a fluid-flow system. Also suppose
that the system is started at t = 0. Let R(t) be the number of the rounds at time
t , that is, the number of cycles of service to all n buffers. Each time R(t) reaches a
new integer value marks an instant at which all the buffers have been given an equal
number of opportunities to transmit a bit. Because of the fluid-flow assumption, R(t)
is a continuous function that increases at a rate that is inversely proportional to the
number of active buffers; that is,

d R(t)/dt = C/nactive(t) (7.18)

Number of rounds � Number of bit transmission opportunities

Rounds

Buffer 1

Buffer 2

Buffer n

Packet completes
transmission
k rounds later

Packet of length k bits
begins transmission

at this time

…

FIGURE 7.46 Computing the
finishing time in
packet-by-packet fair queueing
and weighted fair queueing.
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where C is the transmission capacity. Note that the slope of R(t) changes each time
the number of active buffers changes, so R(t) is a piecewise linear function.

Let us see how we can calculate the finish tags to approximate fluid-flow fair
queueing. Suppose that the kth packet from flow i arrives at an empty buffer at time t i

k and
suppose that the packet has length P(i, k). This packet will complete its transmission
when P(i, k) rounds have elapsed, one round for each bit in the packet. Therefore, the
packet completion time will be the value of time t∗ when the R(t∗) reaches the value:

F(i, k) = R
(
t i
k

) + P(i, k) (7.19)

We will use F(i, k) as the finish tag of the packet. On the other hand, if the kth
packet from the i th flow arrives at a nonempty buffer, then the packet will have a finish
tag F(i, k) equal to the finish tag of the previous packet in its queue F(i, k − 1) plus
its own packet length P(i, k); that is,

F(i, k) = F(i, k − 1) + P(i, k) (7.20)

The two preceding equations can be combined into the following compact equation:

F(i, k) = max
{

F(i, k − 1), R
(
t i
k

)} + P(i, k) for fair queueing. (7.21)

We reiterate: The actual packet completion time for the kth packet in flow i in a
fluid-flow fair-queueing system is the time t when R(t) reaches the value F(i, k). The
relation between the actual completion time and the finish tag is not straightforward
because the time required to transmit each bit varies according to the number of active
buffers. However, the order in which packets from all flows complete their transmissions
follows F(i, k). Therefore the finish tags can be used as priorities in a packet-by-packet
system: Each time a packet transmission is completed, the next packet to be transmitted
is the one with the smallest finish tag.

As an example, suppose that at time t = 0 buffer 1 has one packet of length one
unit and buffer 2 has one packet of length two units. A fluid-flow system services each
buffer at rate 1/2 as long as both buffers remain nonempty. As shown in Figure 7.47,
buffer 1 empties at time t = 2. Thereafter buffer 2 is served at rate 1 until it empties at
time t = 3. In the packet-by-packet fair-queueing system, the finish tag of the packet
of buffer 1 is F(1, 1) = R(0) + 1 = 1. The finish tag of the packet from buffer 2
is F(2, 1) = R(0) + 2 = 2. Since the finish tag of the packet of buffer 1 is smaller
than the finish tag of buffer 2, the system will service buffer 1 first. Thus the packet of
buffer 1 completes its transmissions at time t = 1 and the packet of buffer 2 completes
its transmissions at t = 3.

7.7.3 Weighted Fair Queueing

Weighted fair queueing addresses the situation in which different users have different
requirements. As before, each user flow has its own buffer, but each user flow also has
a weight that determines its relative share of the bandwidth. Thus if buffer 1 has weight
1 and buffer 2 has weight 3, then when both buffers are nonempty, buffer 1 will receive
1/(1 + 3) = 1/4 of the bandwidth and buffer 2 will receive 3/4 of the bandwidth.
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FIGURE 7.47 Fluid-flow and packet-by-packet fair queueing
(two packets of different lengths).

Figure 7.48 shows the completion times for the fluid-flow case where both buffers have
a one-unit length packet at time t = 0. For the fluid-flow system, the transmission of
the packet from buffer 2 is completed at time t = 4/3, and the packet from buffer 1
is completed at t = 2. The bit-by-bit approximation to weighted fair queueing would
operate by allotting each buffer a different number of bits/round. In the preceding
example, buffer 1 would receive 1 bit/round and buffer 2 would receive 3 bits/round.
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FIGURE 7.48 Fluid-flow and packet-by-packet weighted fair queueing.
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PROVIDING QoS IN THE INTERNET
To support real-time audio and video communications the Internet must provide
some level of end-to-end QoS. One approach provides differentiated service in
the sense that some classes of traffic are treated preferentially relative to other
classes. Packets are marked at the edge of the network to indicate the type of treat-
ment that they are to receive in the routers inside the network. This approach
does not provide strict QoS guarantees. A second approach provides guaranteed
service that gives a strict bound on the end-to-end delay experienced by all packets
that belong to a specific flow. This approach requires making resource reservations in
the routers along the route followed by the given packet flow. Weighted fair queueing
combined with traffic regulators are needed in the routers to provide this type of ser-
vice. Differentiated service IP and guaranteed service IP are discussed in Chapter 10.

Weighted fair queueing is also easily approximated in ATM: In each round each
nonempty buffer would transmit a number of packets proportional to its weight. Packet-
by-packet weighted fair queueing is also easily generalized from fair queueing. Sup-
pose that there are n packet flows and that flow i has weightwi , then the packet-by-packet
system calculates its finish tag as follows:

F(i, k) = max
{

F(i, k − 1), R
(
t i
k

)} + P(i, k)/wi for weighted fair queueing.

(7.22)

Thus from the last term in Equation 7.22, we see that if flow i has a weight that is
twice that of flow j , then the finish tag for a packet from flow i is calculated assuming
a depletion rate that is twice that of a packet from flow j .

Figure 7.48 also shows the completion times for the packet-by-packet weighted fair-
queueing system. The finish tag of the packet from buffer 1 is F(1, 1) = R(0) + 1/1 = 1.
The finish tag of the packet from buffer 2 is F(2, 1) = R(0) + 1/3 = 1/3. Therefore
the packet from buffer 2 is served first. The packet for buffer 2 is now completed at
time t = 1, and the packet from buffer 1 at time t = 2. Note that packet-by-packet
weighted fair queueing is also applicable when packets are of different length.

Weighted fair-queueing systems are a means for providing QoS guarantees. Sup-
pose that a given user flow has weight wi and suppose that the sum of the weights of all
the user flows is W. In the worst case when all the user buffers are nonempty, the given
user flow will receive a fraction wi/W of the bandwidth C . When other user buffers
are empty, the given user flow will receive a greater share. Thus the user is guaranteed a
minimum long-term bandwidth of at least (wi/W )C bits/second. This guaranteed share
of the bandwidth to a large extent insulates the given user flow from the other user flows.

In addition, if the user information arrival rate is regulated to satisfy certain condi-
tions, then the maximum delay experienced in the queueing system can be guaranteed
to be below a certain value. In fact, it is possible to develop guaranteed bounds for
the end-to-end delay across a series of queueing systems that use packet-by-packet
weighted fair queueing. These bounds depend on the maximum burst that the user is
allowed to submit at each queueing system, on the weights at the various queueing
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systems, and on the maximum packet size that is allowed in the network. We return to
the details of this scheme in Section 7.8.

7.7.4 Random Early Detection

Although fair queueing provides a fair allocation of bandwidth among multiple flows,
it is rarely implemented in a core network where tens of thousands of flows may be
present at any given time. Maintaining a large number of flows requires the tracking
of many states, which can increase the implementation overhead needed to coordinate
various states and makes the system unscalable. Typically, a core node is implemented
with a limited number of logical buffers, where all the flows belonging to a given class
are queued in a separate logical buffer served in a FIFO manner. We have seen that a
FIFO system may cause a flow to hog the buffer resource and prevent other flows from
accessing the buffer. An alternative approach to preventing this unfair buffer hogging
behavior is to detect congestion when a buffer begins to reach a certain level and to
appropriately notify sources to reduce the rate at which they send packets.

Random early detection (RED) is a buffer management technique that attempts
to provide equitable access to a FIFO system by randomly dropping arriving packets
before the buffer overflows. A dropped packet provides feedback information to the
source (for example, via a missing acknowledgment) and informs the source to reduce its
transmission rate. When a given source transmits at a higher rate than others, the source
suffers from a higher packet-dropping rate. As a result, the given source reduces its
transmission rate more, resulting in more uniform transmission rates among all the
sources and more equitable access to the buffer resource.

The RED algorithm typically uses an average queue length rather than instanta-
neous queue length to decide how to drop packets. Specifically, two thresholds are
defined: minth and maxth . When the average queue length is below minth , RED does
not drop any arriving packets. When the average queue length is between minth and
maxth , RED drops an arriving packet with an increasing probability as the average
queue length increases. This method of “early” drop is used to notify the source to
reduce its transmission rate before the buffer becomes full. When the average queue
length exceeds maxth , RED drops any arriving packet. Figure 7.49 shows an example
of the packet drop probability as function of the average queue length.
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7.8 TRAFFIC MANAGEMENT AT THE FLOW LEVEL

At the flow level, traffic management is concerned with managing the individual traffic
flow to ensure that the QoS (e.g., delay, jitter, loss) requested by the user is satisfied.
Flow-level traffic management typically operates on the order of milliseconds to sec-
onds. Packet switching has an advantage over circuit switching in terms of efficient
resource utilization by allowing flows to dynamically share resources in the network.
However, dynamic sharing may pose problems if the flow from each user is allowed
to enter the network without some type of control. When too many packets contend
for the same resource in the network, congestion occurs and network delay, loss, or
throughput performance declines. For example, consider the packet-switching network
shown in Figure 7.50. Suppose that nodes 1, 2, and 5 continuously transmit packets to
their respective destinations via node 4. If the aggregate incoming rate of the packet
flows to node 4 is greater than the rate the packets can be transmitted out, the buffer
in node 4 will build up. If this situation persists, the buffer eventually becomes full
and starts discarding packets. When the destination detects missing packets, it may ask
the source to retransmit the packets. The source would unfortunately obey the protocol
and send more packets to node 4, worsening the congestion even more. In turn, node 4
discards more packets, and this effect triggers the destination to ask for more retrans-
missions. The net result is that the throughput at the destination will be very low, as
illustrated in Figure 7.51 (uncontrolled curve). The purpose of traffic management at
the flow level is to control the flows of traffic and maintain performance (controlled
curve) even in the presence of traffic overload. The process of managing the traffic flow
in order to control congestion is called congestion control.

It is tempting to claim that congestion can be solved by just allocating a large
buffer. However, this solution merely delays the onset of congestion. Worse yet, when
congestion kicks in, it will last much longer and will be more severe. In the worst case
where the buffer size is extremely large, packets will suffer from extremely long delays.

Congestion control is a very hard problem to solve, and many congestion control
algorithms have been proposed. As with routing algorithms, we can classify congestion
control algorithms several ways. The most logical approach identifies two broad classes:
open-loop control and closed-loop control. Open-loop control prevents congestion from
occurring by making sure that the traffic flow generated by the source will not degrade
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FIGURE 7.50 Congestion arises when
incoming rate exceeds outgoing rate.
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the performance of the network to a level below the specified QoS. If the QoS cannot
be guaranteed, the network rejects the traffic flow before it enters the network. The
function that makes the decision to accept or reject a new traffic flow is called an
admission control. Closed-loop control, on the other hand, reacts to congestion when
it is already happening or is about to happen, typically by regulating the traffic flow
according to the state of the network. Closed-loop control typically does not use any
reservation.

7.8.1 Open-Loop Control

Open-loop control does not rely on feedback information to react to congestion. Instead,
open-loop control is based on a principle that network performance is guaranteed
to all traffic flows that have been admitted into the network. To guarantee network
performance during the lifetime of admitted flows, open-loop control relies on three
mechanisms: admission control, policing, and traffic shaping.

ADMISSION CONTROL
Admission control was initially developed for virtual-circuit packet-switching networks
such as ATM but has been proposed for datagram networks as well. Admission control
in ATM operates at the connection level and is therefore called connection admission
control (CAC). Admission control in a datagram network makes sense only if packets
of a given flow follow the same path.

The admission control entity is a network function that computes the resource
(typically bandwidth and buffers) requirements of a new flow and determines whether
the resources along the path to be followed by the flow are available. Thus a source
initiating a new flow must first obtain permission from an admission control entity
that decides whether the flow should be accepted or rejected. If the QoS of the new
flow can be satisfied without violating QoS of existing flows, the flow is accepted;
otherwise, the flow is rejected. The QoS may be expressed in terms of maximum delay,
loss probability, delay variance, or other performance measures.

To determine whether the QoS of the flow can be satisfied, the admission control
entity has to know the traffic parameters and the QoS requirements of the flow, which

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


7.8 Traffic Management at the Flow Level 551

Time

Peak rate

Average rate

B
its

�s
ec

on
d

FIGURE 7.52 Example of a traffic flow.

in turn define the contract between the source of the flow and the network. The traffic
parameters describe the traffic flow in a manner that can be readily quantified in the
computation of QoS. Typical traffic parameters include peak rate (in bits/second or
bytes/second), average rate (bits/second or bytes/second), and maximum burst size (in
bits, bytes, or seconds). The peak rate defines the maximum rate that the source will
generate its packets. The average rate defines the average rate that source will generate
its packets. The maximum burst size determines the maximum length of time the traffic
can be generated at the peak rate. Figure 7.52 shows an example of a traffic flow
generated by a source, indicating the peak rate and the average rate. Based on the traffic
parameters and the QoS requirement, the admission control entity calculates how much
bandwidth it has to reserve for the new flow. The amount of bandwidth generally lies
between the average rate and the peak rate and is called the effective bandwidth of the
flow. The exact calculation for effective bandwidth is very complex and is beyond the
scope of this book.

POLICING
Once a flow is accepted by an admission control entity, the QoS will be satisfied as
long as the source obeys its negotiated traffic parameters during the lifetime of the flow.
However, if the source violates the contract, the network may not be able to maintain
acceptable performance. To prevent the source from violating its contract, the network
may want to monitor the traffic flow continuously. The process of monitoring and
enforcing the traffic flow is called policing. When the traffic flow violates the agreed-
upon contract, the network may choose to discard or tag the nonconforming traffic.
Tagging essentially lowers the priority of the nonconforming traffic, thus allowing
the nonconforming traffic to be carried by the network as long as sufficient network
resources are available. When network resources are exhausted, tagged traffic is the
first to be discarded.

Most implementations of a policing device are based on the concept of a leaky
bucket. Imagine the traffic flow to a policing device as water being poured into a
bucket that has a hole at the bottom. The bucket has a certain depth and leaks at a
constant rate when it is not empty. A new portion of water (that is, packet) is said to
be conforming if the bucket does not overflow when the water is poured in the bucket.
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When the bucket is full, the new portion of water is said to be nonconforming and the
water can be discarded (or channeled to another bucket after being tagged). The size
of the hole corresponds to the drain rate of the bucket. The hole ensures that the bucket
will never overflow as long as the drain rate is higher than the rate water is being poured
in. The bucket depth is used to absorb the fluctuations in the water flow. If we expect
the water to flow into the bucket at a nearly constant rate, then the bucket can be made
very shallow. If the water flow fluctuates widely (that is, there is bursty traffic), the
bucket should be deeper.

There are many variations of the leaky bucket algorithm. In this section we look at
an algorithm that is specified by the ATM Forum. Here packets are assumed to be of
fixed length (i.e., ATM cells). A counter records the content of the leaky bucket. When
a packet arrives, the value of the counter is incremented by some value I provided that
the content of the bucket would not exceed a certain limit; in this case the packet is
declared to be conforming. If the content would exceed the limit, the counter remains
unchanged and the packet is declared to be nonconforming. The value I indicates the
nominal interarrival time of the packet that is being policed (typically, in units of packet
time). As long as the bucket is not empty, the bucket will drain at a continuous rate of
1 unit per packet time.

Figure 7.53 shows the leaky bucket algorithm that can be used to police the traffic
flow. At the arrival of the first packet, the content of the bucket X is set to zero and the
last conforming time (LCT) is set to the arrival time of the first packet. The depth of
the bucket is L + I , where L typically depends on the traffic burstiness. At the arrival
of the kth packet, the auxiliary variable X ′ records the difference between the bucket

value of leaky bucket counter
auxiliary variable
last conformance time
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X� 
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No

Yes

No

Arrival of a
packet at time ta
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FIGURE 7.53 Leaky bucket algorithm used for policing.
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FIGURE 7.54 Behavior of leaky bucket.

content at the arrival of the last conforming packet and the interarrival time between
the last conforming packet and the kth packet. The auxiliary variable is constrained
to be nonnegative. If the auxiliary variable is greater than L , the packet is considered
nonconforming. Otherwise, the packet is conforming. The bucket content and the arrival
time of the packet are then updated.

A simple example of the operation of the leaky bucket algorithm is illustrated in
Figure 7.54. Here the value of I is four packet times, and the value of L is six packet
times. The arrival of the first packet increases the bucket content by four (packet times).
At the second arrival the content has decreased to three, but four more are added to
the bucket resulting in a total of seven. The fifth packet is declared as nonconforming
since it would increase the content to 11, which would exceed L + I (10). Packets 7,
8, 9, and 10 arrive back to back after the bucket becomes empty. Packets 7, 8, and 9 are
conforming, and the last one is nonconforming. If the peak rate is one packet/packet
time, then the maximum number of packets that can be transmitted at the peak rate,
called the maximum burst size (MBS), is three. Note that the algorithm does not
update the content of the bucket continuously but only at discrete points (arrival times
of conforming packets) indicated by the asterisks. Also note that the values of I and L
in general can take any real numbers.

The inverse of I is often called the sustainable rate, which is the long-term average
rate allowed for the conforming traffic. Suppose the peak rate of a given traffic flow is
denoted by R and its inverse is T ; that is, T = 1/R. Then the maximum burst size is
given by

MBS = 1 +
[

L

I − T

]
(7.23)

where [x] denotes the greatest integer less than or equal to x . To understand this formula,
note that the first packet increases the bucket content to I . After the first packet the
bucket content increases by the amount of (I − T ) for each packet arrival at the peak
rate. Thus we can have approximately L/(I − T ) additional conforming packets. The
relations among these quantities are pictorially depicted in Figure 7.55. MBS roughly
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FIGURE 7.55 Relations among MBS and other parameters.

characterizes the burstiness of the traffic. Bursty traffic may be transmitted at the peak
rate for some time and then remains dormant for a relatively long period before being
transmitted at the peak rate again. This type of traffic tends to stress the network.

A combination of leaky buckets can be used to police multiple traffic parameters
(for example, the peak rate and the sustainable rate). In this situation dual leaky buckets
such as the one shown in Figure 7.56 can be used. The traffic is first checked for the
sustainable rate at the first leaky bucket. The nonconforming packets at the first bucket
are dropped or tagged. The conforming (untagged) packets from the first bucket are
then checked for the peak rate at the second bucket. The nonconforming packets at the
second bucket are also dropped or tagged. The conforming packets are the ones that
remain untagged after both leaky buckets.

TRAFFIC SHAPING
When a source tries to send packets, it may not know exactly what its traffic flow
looks like. If the source wants to ensure that the traffic flow conforms to the parameters
specified in the leaky bucket policing device, it should first alter the traffic flow. Traffic
shaping refers to the process of altering a traffic flow to ensure conformance. As shown
in Figure 7.57, typically the traffic shaping device is located at the node just before the
traffic flow leaves a network (egress node) while the policing device is located at the
node that receives the traffic flow from another network (ingress node).

Traffic shaping can be realized in a number of ways. A leaky bucket traffic shaper
is a very simple device, as shown in Figure 7.58. Incoming packets are first stored in
a buffer. Packets (assumed to be of fixed length) are served periodically so that the
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FIGURE 7.56 A dual leaky
bucket configuration.
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FIGURE 7.57 Typical locations of policing and traffic shaping
devices.

stream of packets at the output is smooth. The buffer is used to store momentary bursts
of packets. The buffer size defines the maximum burst that can be accommodated, and
incoming packets are discarded when the buffer is full. A policing device checks and
passes each packet on the fly. A traffic-shaping device needs to introduce certain delays
for packets that arrive earlier than their scheduled departures and requires a buffer to
store these packets.

The leaky bucket traffic shaper described above is very restricted, since the output
rate is constant when the buffer is not empty. Many applications produce variable-
rate traffic. If the traffic flows from such applications have to go through the leaky
bucket traffic shaper, the delay through the buffer can be unnecessarily long. Recall
that the traffic that is monitored by the policing device does not have to be smooth to
be conforming. The policing device allows for some burstiness in the traffic as long as
it is under a certain limit.

A more realistic shaper, called the token bucket traffic shaper, regulates only the
packets that are not conforming. Packets that are deemed conforming are passed through
without further delay. In Figure 7.59, we see that the token bucket is a simple extension
of the leaky bucket. Tokens are generated periodically at a constant rate and are stored
in a token bucket. If the token bucket is full, arriving tokens are discarded. A packet
from the buffer can be taken out only if a token in the token bucket can be drawn. If
the token bucket is empty, arriving packets have to wait in the packet buffer. Thus we
can think of a token as a permit to send a packet.

Imagine that the buffer has a backlog of packets when the token bucket is empty.
These backlogged packets have to wait for new tokens to be generated before they can
be transmitted out. Since tokens arrive periodically, these packets will be transmitted
periodically at the rate the tokens arrive. Here the behavior of the token bucket shaper
is very similar to that of the leaky bucket shaper.

Incoming traffic

Size N

Packet

Server
Shaped traffic

FIGURE 7.58 A leaky bucket traffic shaper.
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FIGURE 7.59 Token bucket traffic shaper.

Now consider the case when the token bucket is not empty. Packets are transmitted
out as soon as they arrive without having to wait in the buffer, since there is a token to
draw for an arriving packet. Thus the burstiness of the traffic is preserved in this case.
However, if packets continue to arrive, eventually the token bucket will become empty
and packets will start to leave periodically. The size of the token bucket essentially
limits the traffic burstiness at the output. In the limit, as the bucket size is reduced to
zero, the token bucket shaper becomes a leaky bucket shaper.

The token bucket traffic shaper can be implemented by an algorithm that is similar
to the leaky bucket policing device shown in Figure 7.53. The corresponding token
bucket algorithm for traffic shaping is left to the reader as an exercise.

QoS GUARANTEES AND SERVICE SCHEDULING
Switches and routers in packet-switching networks use buffers to absorb temporary
fluctuations of traffic. Packets that are waiting in the buffer can be scheduled to be
transmitted out in a variety of ways. In this section we discuss how the packet delay
across a network can be guaranteed to be less than a given value. The technique makes
use of a token bucket shaper and weighted fair-queueing scheduling.

Let b be the bucket size in bytes and let r be the token rate in bytes/second. Then in
a time period T , the maximum traffic that can exit the traffic shaper is b + rT bytes as
shown in Figure 7.60. Suppose we apply this traffic to two queueing systems in tandem
each served by transmission lines of speed R bytes/second with R > r . We assume
that the two queueing systems are empty and not serving any other flows.

Figure 7.61a shows the queueing system arrangement, and Figure 7.61b shows the
buffer occupancy as a function of time. We assume that the token bucket allows an
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FIGURE 7.60 Maximum traffic allowed out of
token bucket shaper.

immediate burst of b bytes to exit and appear at the first multiplexer at t = 0, so the
multiplexer buffer surges to b bytes at that instant. Immediately after t = 0, the token
bucket allows information to flow to the multiplexer at a rate of r bytes/second, and
the transmission line drains the multiplexer at a rate of R bytes/second. Thus the buffer
occupancy falls at a rate of R − r bytes/second. An important observation is that the
buffer occupancy at 1 is always less than b bytes. In addition we note that the buffer
occupancy at a given time instant determines the delay that will be experienced by a
byte that arrives at that instant, since the occupancy is exactly the number of bytes
that need to be transmitted before the arriving byte is itself transmitted. Therefore, we
conclude that the maximum delay at the first multiplexer is bounded by b/R.

Now consider the second multiplexer. At time t = 0, it begins receiving bytes from
the first multiplexer at a rate of R bytes/second. The second multiplexer immediately
begins transmitting the arriving bytes also at a rate of R bytes/second. Therefore there
is no queue buildup in the second multiplexer, and the byte stream flows with zero
queueing delay. We therefore conclude that the information that exits the token bucket
shaper will experience a delay no greater than b/R over the chain of multiplexers.

Suppose that the output of the token bucket shaper is applied to a multiplexer that
uses weighted fair queueing. Also suppose that the weight for the flow has been set
so that it is guaranteed to receive at least R bytes/second. It then follows that the flow
from the token bucket shaper will experience a delay of at most b/R seconds. This
result, however, assumes that the byte stream is handled as a fluid flow. [Parekh 1992]
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FIGURE 7.61 Delay experienced by token-bucket shaped traffic.
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showed that if packet-by-packet weighted fair queueing is used, then the maximum
delay experienced by packets that are shaped by a (b, r) token bucket and that traverse
H hops is bounded as follows:

D ≤ b

R
+ (H − 1)m

R
+

H∑
j=1

M

R j
(7.24)

where m is the maximum packet size for the given flow, M is the maximum packet size
in the network, H is the number of hops, and R j is the speed of the transmission line in
link j . Also note that r ≤ R. This result provides the basis for setting up connections
across a packet network that can guarantee the packet delivery time. This result forms
the basis for the guaranteed delay service proposal for IP networks.

To establish a connection that can meet a certain delay guarantee, the call setup
procedure must identify a route in which the links can provide the necessary guaranteed
bandwidth so that the bound is met. This procedure involves obtaining information
from potential hops about their available bandwidth, selecting a path, and allocating
the appropriate bandwidth in the path.

7.8.2 Closed-Loop Control

The main objective of controlling congestion in a network is to maximize link utilization
while preventing buffer overflows due to congestion. Maximizing link utilization calls
for the sources to send packets as soon as packets are ready to be transmitted; preventing
buffer overflows calls for the sources not to send too many packets. These two conflicting
goals are the reason why congestion control is a delicate issue to tackle.

Congestion control is usually addressed by a closed-loop control mechanism that
relies on feedback information to regulate a packet flow rate according to feedback
information about the state of the network, which may be based on buffer content,
link utilization, or other relevant congestion information. The recipient of the feedback
information usually depends on the communication layer that is responsible for con-
gestion control. In the TCP/IP environment, control is implemented at the transport
layer, and thus the recipient of the feedback information usually resides at the source.
In the ATM environment, control is implemented at the ATM layer corresponding to
the network layer, and thus the recipient of the feedback information may reside at the
intermediate node.

END-TO-END VERSUS HOP-BY-HOP
With end-to-end closed-loop control, the feedback information about state of the net-
work is propagated back to the source that can regulate the packet flow rate. The
feedback information may be forwarded directly by a node that detects congestion, or
it may be forwarded to the destination first which then relays the information to the
source, as shown in Figure 7.62a. Because the transmission of the feedback information
introduces a certain propagation delay, the information may not be accurate when the
source receives such information.
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FIGURE 7.62 Closed-loop control: (a) end-to-end;
(b) hop-by-hop.

Hop-by-hop control typically can react much faster than the end-to-end counterpart
due to shorter propagation delay. With hop-by-hop closed-loop control, the state of the
network is propagated to the upstream node, as shown in Figure 7.62b. When a node
detects congestion on its outgoing link, it can tell its upstream neighbor to slow down its
transmission rate. As a result, the upstream neighbor may also experience congestion
some time later if the incoming rate exceeds the outgoing transmission rate. In turn this
node tells its upstream neighbor to decrease the transmission rate. This “back-pressure”
process from one downstream node to another node upstream may continue all the way
to the source.

IMPLICIT VERSUS EXPLICIT FEEDBACK
The feedback information can be implicit or explicit. With explicit feedback the node
detecting congestion initiates an explicit message that eventually arrives at the source
notifying congestion in the network. The explicit message can be transmitted as a
separate packet (often called the choke packet), or piggybacked on a data packet. The
contents of the explicit message can be in various forms. The simplest form is to use
one bit of information (often called a binary feedback information) to indicate whether
there is congestion or not. Another more elaborate form is to use richer information
for the feedback information. One example is to transmit the message in the form of
“desired rate” so that the recipient node may regulate its packet flow more precisely.

Closed-loop control in ATM networks is one example whereby each source con-
tinuously adjusts its sending rate according to explicit feedback information, which is
recorded in a bit (called the EFCI bit) of the ATM cell header. When a node detects
impending congestion, the node sets the EFCI bit of the data cells passing through the
congestion link to 1. The destination that receives these cells with EFCI bit equal to 1
would send a special message to the corresponding source indicating that congestion
has been detected and the source should throttle its transmission rate.

With implicit feedback, no such explicit message is forwarded. Instead, the source
has to rely on some surrogate information to deduce congestion. One example is to use
a time-out based on missing acknowledgments from a destination to decide whether
congestion has been encountered in the network.
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TCP congestion control is one example that regulates the transmission rate using
the implicit feedback information derived from a missing acknowledgment, which
triggers the retransmission timer to time out. When the source performs the time-out,
it decreases the transmission rate by reducing its transmit window. The source then
gradually increases the transmission rate until congestion is detected again, and the
whole cycle repeats. TCP congestion control is discussed in more detail in Chapter 8.

7.9 TRAFFIC MANAGEMENT
AT THE FLOW-AGGREGATE LEVEL

At the flow-aggregate level, traffic management deals with a multiplicity of flows. Flow-
aggregate level works in a relatively long time scale on the order of minutes to days.
Traffic management at the flow-aggregate level is often called traffic engineering. The
main objective of traffic engineering is to map aggregated flows onto the network so that
resources are efficiently utilized. We have seen that shortest-path routing allow traffic
to be forwarded to a destination following the shortest path. Unfortunately, mapping
the traffic according to shortest paths may not result in overall network efficiency, as
shown in Figure 7.63a. In this example, traffic demands occur between sources 1, 2,
and 3 and destination 8. With shortest path routing, the link connecting node 4 and
node 8 is heavily utilized while other links are lightly loaded. Figure 7.63b shows an
example of a better traffic mapping where the traffic is distributed across the network
and the bottleneck link between node 4 and node 8 is removed.

The subject of traffic engineering is vast and complex. In general, effective traffic
engineering relies on knowledge of the traffic demand information. In this section we
discuss a simple technique that does not make use of traffic demand information and
is called constraint shortest-path routing. The technique is suitable for connection-
oriented packet-switching networks. Suppose that the traffic demand of bandwidth B
between a given source and destination pair is to be routed. First, the algorithm prunes
any link in the network that has available bandwidth less than B. Then, the algorithm
runs the shortest path routing to find the paths between the given source and destination
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FIGURE 7.63 Mapping traffic onto the network topology.
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pair. Consider the example in Figure 7.63 and suppose that we wish to set up three paths
in the following order: node 1 to node 8 (path 1), node 2 to node 8 (path 2), and node 3
to node 8 (path 3). Assume that the bandwidth requested for each path is B and each
link has a capacity of B. Initially, path 1 follows the shortest path 1 → 4 → 8 using
the original network topology. Link (1, 4) and link (4, 8) are then pruned. Next path 2
follows the shortest path 2 → 4 → 5 → 8 using the pruned network topology. Now
links (2, 4), (4, 5), and (5, 8) are also pruned. Path 3 uses the revised pruned topology,
which gives 3 → 6 → 7 → 8 as the shortest path.

Constraint shortest-path routing does not always yield a desired result. Consider
now the case where the paths to be set up are given in the following order: path 2,
path 1, and path 3. The reader can verify that path 2 follows 2 → 4 → 8 and path 1
follows 1 → 4 → 6 → 7 → 8. Path 3 cannot be successfully established in this case.
This example shows that the order of path setup with constraint shortest-path routing
plays an important role in the eventual path layout. An optimal path layout would have
to consider all possible path requests at the same time so that optimization can be done
globally.

SUMMARY

In this chapter we have examined packet-switching networks from several perspectives.
We began by discussing the difference between the service offered by a network and the
actual internal operation of the network. In particular we noted that the fact that a service
is connection-oriented or connectionless does not imply that the internal operation uses
the same mode.

We also examined packet-switching networks from a physical perspective and we
traced the flow of packets from computers to LANs and routers in campus and wide
area networks. We discussed the hierarchy of Internet service providers that is involved
in the handling of Internet traffic.

We discussed two approaches to operating packet networks: virtual circuits and
datagrams. The Internet and ATM networks were presented as examples. The ad-
vantages and disadvantages of the two approaches were discussed in terms of their
complexity, their flexibility in dealing with failures, and their ability to provide quality
of service. We also discussed the structure of packet switches.

We introduced several approaches to selecting routes across a network and we
examined different types of routing tables that are involved in this process. We also
discussed shortest-path algorithms and their use in synthesizing routing tables.

ATM networks were introduced as an example of connection-oriented networks.
The rich set of techniques developed for ATM was used to introduce traffic management
for packet networks in general. Traffic policing and shaping were introduced and their
combination with scheduling in providing service guarantees was also discussed. Con-
gestion control techniques for dealing with congestion in the network were introduced
for IP and for ATM networks. Finally, the chapter concluded with an introduction to
traffic engineering.
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CHECKLIST OF IMPORTANT TERMS

asynchronous transfer mode (ATM)
banyan switch
Bellman-Ford algorithm
cell
centralized routing
congestion control
connection
connectionless
connection-oriented
counting to infinity
cut-through packet switching
datagram packet switching
deflection routing
Dijkstra’s algorithm
distance-vector protocol
distributed routing
dynamic (adaptive) routing
explicit routing
fair queueing
finish tag
first-in, first-out (FIFO) queueing
flooding
head-of-line (HOL) blocking
head-of-line (HOL) priority queueing
hop-by-hop routing
leaky bucket
link-state protocol
maximum burst size (MBS)
message switching

packet
packet-switching network
packet-by-packet fair queueing
packet-by-packet weighted fair

queueing
policing
queue management
queue scheduling
random early detection (RED)
routing
shortest-path algorithm
source routing
split horizon
split horizon with poisoned reverse
static routing
store and forward
traffic engineering
traffic management
traffic shaping
virtual channel identifier (VCI)
virtual-channel connection (VCC)
virtual circuit
virtual-circuit identifier (VCI)
virtual-circuit packet switching
virtual path
virtual path connection (VPC)
virtual path identifier (VPI)
weighted fair queueing
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PROBLEMS

7.1. Explain how a network that operates internally with virtual circuits can provide connec-
tionless service. Comment on the delay performance of the service. Can you identify
inefficiencies in this approach?

7.2. Is it possible for a network to offer best-effort connection-oriented service? What fea-
tures would such a service have, and how does it compare to best-effort connectionless
service?

7.3. Suppose a service provider uses connectionless operation to run its network internally.
Explain how the provider can offer customers reliable connection-oriented network
service.

7.4. Where is complexity concentrated in a connection-oriented network? Where is it concen-
trated in a connectionless network?

7.5. Comment on the following argument: Because they are so numerous, end systems should
be simple and dirt cheap. Complexity should reside inside the network.

7.6. In this problem you compare your telephone demand behavior and your Web demand
behavior.
(a) Arrival rate: Estimate the number of calls you make in the busiest hour of the day;

express this quantity in calls/minute. Service time: Estimate the average duration of
a call in minutes. Find the load that is given by the product of arrival rate and service
time. Multiply the load by 64 kbps to estimate your demand in bits/hour.

(b) Arrival rate: Estimate the number of Web pages you request in the busiest hour of the
day. Service time: Estimate the average length of a Web page. Estimate your demand
in bits/hour.

(c) Compare the number of call requests/hour to the number of Web requests/hour. Com-
ment on the connection setup capacity required if each Web page request requires a
connection setup. Comment on the amount of state information required to keep track
of these connections.
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7.7. Apply the end-to-end argument to the question of how to control the delay jitter that is
incurred in traversing a multihop network.

7.8. Compare the operation of the layer 3 entities in the end systems and in the routers inside
the network.

7.9. Consider a “fast” circuit-switching network in which the first packet in a sequence enters
the network and triggers the setting up of a connection “on-the-fly” as it traces a path to
its destination. Discuss the issues in implementing this approach in packet switching.

7.10. Circuit switching requires that the resources allocated to a connection be released when
the connection has ended. Compare the following two approaches to releasing resources:
(a) use an explicit connection release procedure where the network resources are released
upon termination of the connection and (b) use a time-out mechanism where the resources
allocated to a connection are released if a “connection refresh” message is not received
within a certain time.

7.11. The oversubscription ratio can be computed with a simple formula by assuming that each
subscriber independently transmits at the peak rate of c when there is data to send and zero
otherwise. If there are N subscribers and the average transmission rate of each subscribers
is r , then the probability of k subscribers transmitting data at the peak rate simultaneously
is given by

Pk =
(

N
k

)(
r

c

)k(
1 − r

c

)N−k

The access multiplexer is said to be in the “overflow mode” if there are more than n
subscribers transmitting data simultaneously, and the corresponding overflow probability
is given by

Qn =
N∑

k=n+1

(
N
k

)(
r

c

)k(
1 − r

c

)N−k

If a certain overflow probability is acceptable, then n is the smallest value that satisfy the
given overflow probability. Find the oversubscription ratio if N = 50, r/c = 0.01, and
Qn < 0.01.

7.12. An access multiplexer serves N = 1000 subscribers, each of which has an activity factor
r/c = 0.1. What is the oversubscription ratio if an overflow probability of 1 percent is
acceptable? If N p(1 − p) 
 1, you may use an approximation technique (called the
DeMoivre-Laplace Theorem), which is given by

Pk =
(

N

k

)
pk(1 − p)N−k ≈ 1√

2π N p(1 − p)
e− (k−N p)2

2N p(1−p) .

7.13. In Figure 7.5 trace the transmission of IP packets from when a web page request is made
to when the web page is received. Identify the components of the end-to-end delay.
(a) Assume that the browser is on a computer that is in the same departmental LAN as

the server.
(b) Assume that the web server is in the central organization servers.
(c) Assume that the server is located in a remote network.
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7.14. In Figure 7.5 trace the transmission of IP packets between two personal computers
running an IP telephony application. Identify the components of the end-to-end delay.
(a) Assume that the two PCs are in the same departmental LAN.
(b) Assume that the PCs are in different domains.

7.15. In Figure 7.5 suppose that a workstation becomes faulty and begins sending LAN frames
with the broadcast address. What stations are affected by this broadcast storm? Explain
why the use of broadcast packets is discouraged in IP.

7.16. Explain why the distance in hops from your ISP to a NAP is very important. What happens
if a NAP becomes congested?

7.17. A 64-kilobyte message is to be transmitted over two hops in a network. The network
limits packets to a maximum size of 2 kilobytes, and each packet has a 32-byte header.
The transmission lines in the network are error free and have a speed of 50 Mbps. Each
hop is 1000 km long. How long does it take to get the message from the source to the
destination?

7.18. An audiovisual real-time application uses packet switching to transmit 32 kilobit/second
speech and 64 kilobit/second video over the following network connection.

Workstation WorkstationSwitch 1 Switch 2 Switch 3
1 km

10 Mbps

1 km

10 Mbps

3000 km

45 Mbps
or

1.5 Mbps

1000 km

45 Mbps
or

1.5 Mbps

Two choices of packet length are being considered: In option 1 a packet contains
10 milliseconds of speech and audio information; in option 2 a packet contains 100 milli-
seconds of speech and audio information. Each packet has a 40 byte header.
(a) For each option find out what percentage of each packet is header overhead.
(b) Draw a time diagram and identify all the components of the end-to-end delay. Keep

in mind that a packet cannot be sent until it has been filled and that a packet cannot
be relayed until it is completely received (that is, store and forward). Assume that bit
errors are negligible.

(c) Evaluate all the delay components for which you have been given sufficient infor-
mation. Consider both choices of packet length. Assume that the signal propagates
at a speed of 1 km/5 microseconds. Consider two cases of backbone network speed:
45 Mbps and 1.5 Mbps. Summarize your result for the four possible cases in a table
with four entries.

(d) Which of the preceding delay components would involve queueing delays?

7.19. Suppose that a site has two communication lines connecting it to a central site. One line has
a speed of 64 kbps, and the other line has a speed of 384 kbps. Suppose each line is modeled
by an M/M/1 queueing system with average packet delay given by E[D] = E[X ]/(1−ρ)

where E[X ] is the average time required to transmit a packet, λ is the arrival rate in
packets/second, and ρ = λE[X ] is the load. Assume packets have an average length of
8000 bits. Suppose that a fraction α of the packets are routed to the first line and the
remaining 1 − α are routed to the second line.



566 CHAPTER 7 Packet-Switching Networks

(a) Find the value of α that minimizes the total average delay.
(b) Compare the average delay in part (a) to the average delay in a single multiplexer that

combines the two transmission lines into a single transmission line.

7.20. A message of size m bits is to be transmitted over an L-hop path in a store-and-forward
packet network as a series of N consecutive packets, each containing k data bits and
h header bits. Assume that m 
 k +h. The transmission rate of each link is R bits/second.
Propagation and queueing delays are negligible.
(a) What is the total number of bits that must be transmitted?
(b) What is the total delay experienced by the message (that is, the time between the first

transmitted bit at the source and the last received bit at the destination)?
(c) What value of k minimizes the total delay?

7.21. Suppose that a datagram packet-switching network has a routing algorithm that generates
routing tables so that there are two disjoint paths between every source and destination
that is attached to the network. Identify the benefits of this arrangement. What problems
are introduced with this approach?

7.22. Suppose that a datagram packet-switching network uses headers of length H bytes and that
a virtual-circuit packet-switching network uses headers of length h bytes. Use Figure 7.15
to determine the length M of a message for which the virtual-circuit network delivers the
packet in less time than datagram network does. Assume packets in both networks are the
same length.

7.23. Consider the operation of a packet switch in a connectionless network. What is the source
of the load on the processor? What can be done if the processor becomes the system
bottleneck?

7.24. Consider the operation of a packet switch in a connection-oriented network. What is
the source of the load on the processor? What can be done if the processor becomes
overloaded?

7.25. Consider the following traffic patterns in a banyan switch with eight inputs and eight
outputs in Figure 7.21. Which traffic patterns below are successfully routed without
contention? Can you give a general condition under which a banyan switch is said to
be nonblocking (that is, performs successful routing without contention)?
(a) Pattern 1: Packets from inputs 0, 1, 2, 3, and 4 are to be routed to outputs 2, 3, 4, 5,

and 7, respectively.
(b) Pattern 2: Packets from inputs 0, 1, 2, 3, and 4 are to be routed to outputs 1, 2, 4, 3,

and 6, respectively.
(c) Pattern 3: Packets from inputs 0, 2, 3, 4, and 6 are to be routed to outputs 2, 3, 4, 5,

and 7, respectively.

7.26. Suppose a routing algorithm identifies paths that are “best” in the following sense:
(1) minimum number of hops, (2) minimum delay, or (3) maximum available bandwidth.
Identify the conditions under which the paths produced by the different criteria are the
same? are different?

7.27. Suppose that the virtual circuit identifiers (VCIs) are unique to a switch, not to an input
port. What is traded off in this scenario?
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7.28. Consider the virtual-circuit packet network in Figure 7.23. Suppose that node 4 in the
network fails. Reroute the affected calls and show the new set of routing tables.

7.29. Consider the datagram packet network in Figure 7.25. Reconstruct the routing tables
(using minimum-hop routing) that result after node 4 fails. Repeat if node 3 fails instead.

7.30. Consider the following six-node network. Assume all links have the same bit rate R.

A

B

C

D

E

F

(a) Suppose the network uses datagram routing. Find the routing table for each node,
using minimum-hop routing.

(b) Explain why the routing tables in part (a) lead to inefficient use of network bandwidth.
(c) Can VC routing improve efficiency in the use of network bandwidth? Explain why or

why not.
(d) Suggest an approach in which the routing tables in datagram network are modified to

improve efficiency. Give the modified routing tables.

7.31. Consider the following six-node unidirectional network where flows a and b are to be
transferred to the same destination. Assume all links have the same bit rate R = 1.

Aa

b B Destination

C

D

E

F

(a) If flows a and b are equal, find the maximum flow that can be handled by the network.
(b) If flow a is three times larger than flow b, find the maximum flow that can be handled

by the network.
(c) Repeat (a) and (b) if the flows are constrained to use only one path.

7.32. Consider the network in Figure 7.30.
(a) Use the Bellman-Ford algorithm to find the set of shortest paths from all nodes to

destination node 2.
(b) Now continue the algorithm after the link between node 2 and 4 goes down.

7.33. Consider the network in Figure 7.30.
(a) Use the Dijkstra algorithm to find the set of shortest paths from node 4 to other nodes.
(b) Find the set of associated routing table entries.
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7.34. Compare source routing with hop-by-hop routing with respect to (1) packet header
overhead, (2) routing table size, (3) flexibility in route selection, and (4) QoS support, for
both connectionless and connection-oriented packet networks.

7.35. Suppose that a block of user information that is L bytes long is segmented into multiple
cells. Assume that each data unit can hold up to P bytes of user information, that each
cell has a header that is H bytes long, and that the cells are fixed in length and padded
if necessary. Define the efficiency as the ratio of the L user bytes to the total number of
bytes produced by the segmentation process.
(a) Find an expression for the efficiency as a function of L , H , and P . Use the ceiling

function c(x), which is defined as the smallest integer larger or equal to x .
(b) Plot the efficiency for the following ATM parameters: H = 5, P = 48, and L = 24k

for k = 0, 1, 2, 3, 4, 5, and 6.

7.36. Consider a videoconferencing application in which the encoder produces a digital stream
at a bit rate of 144 kbps. The packetization delay is defined as the delay incurred by the
first byte in the packet from the instant it is produced to the instant when the packet is
filled. Let P and H be defined as they are in Problem 7.35.
(a) Find an expression for the packetization delay for this video application as a function

of P .
(b) Find an expression for the efficiency as a function of P and H . Let H = 5 and plot

the packetization delay and the efficiency versus P .

7.37. Suppose an ATM switch has 16 ports each operating at SONET OC-3 transmission rate,
155 Mbps. What is the maximum possible throughput of the switch?

7.38. Refer to the virtual-circuit packet-switching network in Figure 7.23. How many VCIs
does each connection in the example consume? What is the effect of the length of routes
on VCI consumption?

7.39. Generalize the hierarchical network in Figure 7.26 so that the 2K nodes are interconnected
in a full mesh at the top of the hierarchy and so that each node connects to two 2L nodes
in the next lower level in the hierarchy. Suppose there are four levels in the hierarchy.
(a) How many nodes are in the hierarchy?
(b) What does a routing table look like at level j in the hierarchy, j = 1, 2, 3, and 4?
(c) What is the maximum number of hops between nodes in the network?

7.40. Assuming that the earth is a perfect sphere with radius 6400 km, how many bits of
addressing are required to have a distinct address for every 1 cm × 1 cm square on the
surface of the earth?

7.41. Suppose that 64 kbps PCM coded speech is packetized into a constant bit rate ATM cell
stream. Assume that each cell holds 48 bytes of speech and has a 5 byte header.
(a) What is the interval between production of full cells?
(b) How long does it take to transmit the cell at 155 Mbps?
(c) How many cells could be transmitted in this system between consecutive voice cells?

7.42. Suppose that 64 kbps PCM coded speech is packetized into a constant bit rate ATM cell
stream. Assume that each cell holds 48 bytes of speech and has a 5 byte header. Assume
that packets with silence are discarded. Assume that the duration of a period of speech
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activity has an exponential distribution with mean 300 ms and that the silence periods
have a duration that also has an exponential distribution but with mean 600 ms. Recall
that if T has an exponential distribution with mean 1/µ, then P[T > t] = e−µt .
(a) What is the peak cell rate of this system?
(b) What is the distribution of the burst of packets produced during an active period?
(c) What is the average rate at which cells are produced?

7.43. Suppose that a data source produces information according to an on/off process. When
the source is on, it produces information at a constant rate of 1 Mbps; when it is off, it
produces no information. Suppose that the information is packetized into an ATM cell
stream. Assume that each cell holds 48 bytes of speech and has a 5 byte header. Assume
that the duration of an on period has a Pareto distribution with parameter α = 1. Assume
that the off period is also Pareto but with parameter α. If T has a Pareto distribution with
parameter α, then P[T > t] = t−α for t > 1. If α > 1, then E[T ] = α/(α − 1), and
if 0 < α < 1, then E[T ] is infinite.
(a) What is the peak cell rate of this system?
(b) What is the distribution of the burst packets produced during an on period?
(c) What is the average rate at which cells are produced?

7.44. An IP packet consists of 20 bytes of header and 1500 bytes of payload. Now suppose that
the packet is mapped into ATM cells that have 5 bytes of header and 48 bytes of payload.
How much of the resulting cell stream is header overhead?

7.45. Suppose that virtual paths are set up between every pair of nodes in an ATM network.
Explain why connection setup can be greatly simplified in this case.

7.46. Suppose that the ATM network concept is generalized so that packets can be variable in
length. What features of ATM networking are retained? What features are lost?

7.47. Explain where priority queueing and fair queueing may be carried out in the generic
switch/router in Figure 7.19.

7.48. Consider the head-of-line priority system in Figure 7.42. Explain the impact on the delay
and loss performance of the low-priority traffic under the following conditions:
(a) The high-priority traffic consists of uniformly spaced, fixed-length packets.
(b) The high-priority traffic consists of uniformly spaced, variable-length packets.
(c) The high-priority traffic consists of highly bursty, variable-length packets.

7.49. Consider the head-of-line priority system in Figure 7.42. Suppose that each priority class
is divided into several subclasses with different “drop” priorities. Each priority subclass
has a threshold that if exceeded by the queue length results in discarding of arriving
packets from the corresponding subclass. Explain the range of delay and loss behaviors
that are experienced by the different subclasses.

7.50. Incorporate some form of weighted fair queueing in the head-of-line priority system in
Figure 7.42 so that the low-priority traffic is guaranteed to receive r bps out of the total
bit rate R of the transmission link. Explain why this feature may be desirable. How does
it affect the performance of the high-priority traffic?

7.51. Consider a packet-by-packet fair-queueing system with three logical buffers and with a
service rate of one unit/second. Show the sequence of transmissions for this system for the
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following packet arrival pattern. Buffer 1: arrival at time t = 0, length 2; arrival at t = 4,
length 1. Buffer 2: arrival at time t = 1, length 3; arrival at t = 2, length 1. Buffer 3:
arrival at time t = 3, length 5.

7.52. Repeat Problem 7.51 if buffers 1, 2, and 3 have weights, 2, 3, and 5, respectively.

7.53. Suppose that in a packet-by-packet weighted fair-queueing system, a packet with finish
tag F enters service at time t . Is it possible for a packet to arrive at the system after time
t and have a finish tag less than F? If yes, give an example. If no, explain why.

7.54. Deficit round-robin is a scheduling scheme that operates as follows. The scheduler visits
the buffers in round-robin fashion. A deficit counter is maintained for each buffer. When
the scheduler visits a buffer, the scheduler adds a quantum of service to the deficit counter,
and compares the resulting value to the length of the packet at the head of the line. If the
counter is larger, the packet is served and the counter is reduced by the packet length.
If not, the deficit is saved for the next visit. Suppose that a system has four buffers and
that these contain packets of length 16, 10, 12, and 8 and that the quantum is 4 units.
Show the deficit counter at each buffer as a function of time and indicate when the packets
are transmitted.

7.55. Should packet-level traffic management be performed in the core of the network where
the packet streams have been aggregated to multiGigabit/second bit rates? Discuss the
alternative of using TDM circuits to carry packet streams in the core network.

7.56. Queue management with random early detection (RED):
(a) Explain why RED helps prevent TCP senders from detecting congestion and slowing

down their transmission rates at the same time.
(b) Discuss the effect of RED on network throughput.
(c) Discuss the implementation complexity of the RED algorithm.
(d) Discuss what would happen if instantaneous queue length were used instead of average

queue length.
(e) Explore ways to find reasonable values for the RED parameters (i.e., minth , maxth ,

and the packet drop probability when the average queue length reaches maxth).

7.57. Suppose that ATM cells arrive at a leaky bucket policer at times t = 1, 2, 3, 5, 6, 8, 11, 12,

13, 15, and 19. Assuming the same parameters as the example in Figure 7.54, plot the
bucket content and identify any nonconforming cells. Repeat if L is reduced to 4.

7.58. Modify the leaky bucket algorithm in Figure 7.53 if packet length is variable.

7.59. Explain the difference between the leaky bucket traffic shaper and the token bucket traffic
shaper.

7.60. Show the algorithm for token bucket traffic shaper using a flow chart similar to the one
shown in Figure 7.53 for policing. The flow chart begins with a departure of a packet k
at time td(k) and calculates the departure time for packet k + 1. Define the necessary
parameters and assume that packet length is fixed.

7.61. Explain where the policing device and the traffic shaping device should be located in the
generic packet switch in Figure 7.19.
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7.62. Which of the parameters in the upper bound for the end-to-end delay (Equation 7.24) are
controllable by the application? What happens as the bit rate of the transmission links
becomes very large?

7.63. Suppose a source with an unlimited amount of information to transmit uses a closed-loop
control to regulate the transmission rate according to feedback information. If the feedback
information indicates that there is no congestion, the source continuously increases its
transmission rate in a linear fashion. If the feedback information indicates congestion
along the path, the source sets its transmission rate to zero and then repeats the cycle by
continuously increasing its transmission rate until another congestion is detected. Assume
that it takes T seconds for the feedback information to reach the source after congestion
occurs. Sketch the transmission rate at the source versus time trajectory for a low and a
high value of T . Explain how propagation delay T plays a role in closed-loop control.

7.64. Consider the network in Figure 7.63. Suppose that paths need to be set up in the following
order: nodes 5 to 8, 1 to 8, 2 to 4, 3 to 8, 3 to 5, 2 to 1, 1 to 3, 3 to 6, 6 to 7, and 7 to 8.
Assume that each link has a capacity of one unit and each path requires bandwidth of
one unit.
(a) Use shortest-path routing to set up as many paths as possible. How many paths are

blocked?
(b) Use constraint shortest-path routing to set up as many paths as possible. How many

paths are blocked?
(c) Can you suggest an improvement to constraint shortest-path routing?



C H A P T E R 8

TCP/IP

The Internet Protocol (IP) enables communications across a vast and heterogeneous
collection of networks that are based on different technologies. Any host computer that
is connected to the Internet can communicate with any other computer that is also
connected to the Internet. The Internet therefore offers ubiquitous connectivity and the
economies of scale that result from large deployment.

The transport layer offers two basic communication services that operate on top of
IP: Transmission Control Protocol (TCP) reliable stream service and User Datagram
Protocol (UDP) datagram service. Any application layer protocol that operates on top
of either TCP or UDP automatically operates across the Internet. Therefore the Internet
provides a ubiquitous platform for the deployment of network-based services.

In Chapter 2 we introduced the TCP/IP protocol suite and showed how the various
layers work together to provide end-to-end communications support for applications.
In this chapter we examine the TCP/IP protocol suite in greater detail.

The chapter is organized as follows:

1. TCP/IP architecture. We have designed this book so that TCP/IP is introduced
gradually throughout the text. In this section we summarize the TCP/IP concepts that
are introduced in previous chapters. We also introduce commonly used definitions
in the context of TCP/IP.

2. Internet Protocol (IP). We examine the structure of the network layer: the IP packet,
the details of IP addressing, routing, and fragmentation and reassembly. We also
discuss how IP is complemented by the Internet Control Message Protocol (ICMP).

3. IP version 6. We discuss the motivations for introducing a new version of IP, and
we describe the features of IP version 6.

4. Transport layer protocols. We discuss the structure of the transport layer: UDP and
TCP. We first examine UDP. We then examine in detail the structure of TCP and its
protocol data unit (PDU), and we discuss the state transition diagram of the connec-
tion management process. We also describe the TCP congestion control mechanism.
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5. Internet routing. A key element of IP is the routing protocols that are used to synthe-
size the routing tables that direct packets in the end systems and in the routers. We
introduce the Routing Information Protocol (RIP) and the Open Shortest Path First
(OSPF) Protocol for building routing tables within a domain. We also introduce the
Border Gateway Protocol (BGP) for interdomain routing.

6. Multicast routing. We introduce approaches to multicast routing. We also discuss the
Internet Group Management Protocol (IGMP) that enables hosts to join a multicast
group.

7. DHCP and mobile IP. In the final section, we discuss two key protocols: Dynamic
Host Configuration Protocol (DHCP) provides a mechanism for the temporary allo-
cation of IP addresses to hosts; mobile IP allows a device to use the same IP address
regardless of where it attaches to the network.

8.1 THE TCP/IP ARCHITECTURE

The TCP/IP protocol suite usually refers not only to the two most well-known protocols
called the Transmission Control Protocol (TCP) and the Internet Protocol (IP) but also
to other related protocols such as the User Datagram Protocol (UDP), the Internet
Control Message Protocol (ICMP) and the basic applications such as HTTP, TELNET,
and FTP. The basic structure of the TCP/IP protocol suite is shown in Figure 8.1.

We saw in Chapter 2 that application layer protocols such as FTP and HTTP send
messages using TCP. Application layer protocols such as SNMP and DNS send their
messages using UDP. The PDUs exchanged by the peer TCP protocols are called TCP
segments or segments, while those exchanged by UDP protocols are called UDP
datagrams or datagrams. IP multiplexes TCP segments and UDP datagrams and
performs fragmentation, if necessary, among other tasks to be discussed below. The

Application Application

RARPICMP IP ARP

Network
interface

TCP UDP

FIGURE 8.1 TCP/IP
protocol suite.
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Header contains
source and destination
physical addresses;
network protocol type

Ethernet
header

Frame check
sequence

IP
header

TCP
header

Header contains
source and destination
IP addresses;
transport protocol type

Header contains
source and destination
port numbers

HTTP request

FIGURE 8.2 Encapsulation of PDUs in TCP/IP and addressing information in
the headers (with HTTP as the application layer example).

protocol data units exchanged by IP protocols are called IP packets or packets.1 IP
packets are sent to the network interface for delivery across the physical network. At
the receiver, packets passed up by the network interface are demultiplexed to the ap-
propriate protocol (IP, ARP, or RARP). The receiving IP entity determines whether a
packet should be sent to TCP or UDP. Finally, TCP (UDP) sends each segment (data-
gram) to the appropriate application based on the port number. The network interface
can use a variety of technologies such as Ethernet, token ring, ATM, PPP over various
transmission systems, and others.

The PDU of a given layer is encapsulated in a PDU of the layer below as shown
in Figure 8.2. For example, an HTTP GET command is passed to the TCP layer,
which encapsulates the message into a TCP segment. The segment header contains
an ephemeral port number for the client process and the well-known port 80 for the
HTTP server process. The TCP segment in turn is passed to the IP layer where it is
encapsulated in an IP packet. The IP packet header contains an IP network address for
the sender and an IP network address for the destination. IP network addresses are
said to be logical because they are defined in terms of the logical topology of the
routers and end systems. The IP packet is then passed through the network interface
and encapsulated into a PDU of the underlying network. In Figure 8.2 the IP packet is
encapsulated into an Ethernet frame. The frame header contains physical addresses that
identify the physical endpoints for the Ethernet sender and the receiver. The logical IP

1IP packets are sometimes called IP datagrams. To avoid confusion with UDP datagrams, in this text we
use the term packets to refer to the PDUs at the IP layer.
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Application
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Transport
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Network
interface

FIGURE 8.3 The Internet and
network interface layers.

addresses need to be converted into specific physical addresses to carry out the transfer
of bits from one device to the other. This conversion is done by an address resolution
protocol.

Each host in the Internet is identified by a globally unique IP address. An IP address
is divided into two parts: a network ID and a host ID. The network ID must be obtained
from an organization authorized to issue IP addresses. The Internet layer provides for
the transfer of information across multiple networks through the use of routers, as
shown in Figure 8.3. IP packets are exchanged between routers without a connection
setup; they are routed independently and may traverse different paths. The routers that
interconnect the intermediate networks may discard packets when they encounter con-
gestion. The responsibility for recovery from these losses is passed on to the transport
layer.

The network interface layer is particularly concerned with the protocols that are
used to access the intermediate networks. At each router the network interface layer is
used to encapsulate the IP packet into a packet or frame of the underlying network or
link. The IP packet is recovered at an exit router of the given network. This router must
determine the next hop in the route to the destination and then encapsulate the IP packet
into the frame of the type of the next network or link. This approach provides a clear
separation of the Internet layer from the technology-dependent network interface layer.
This approach also allows the Internet layer to provide a data transfer service that is
transparent in the sense of not depending on the details of the underlying networks.
Different network technologies impose different limits on the size of the blocks that
they can handle. IP must accommodate the maximum transmission unit of an underlying
network or link by implementing segmentation and reassembly as needed.

To enhance the scalability of the routing algorithms and to control the size of
the routing tables, additional levels of hierarchy are introduced in the IP addresses.
Within a domain the host address is further subdivided into a subnetwork part and an
associated host part. This process facilitates routing within a domain, yet can remain
transparent to the outside world. At the other extreme, addresses of multiple domains
can be aggregated to create supernets. We discuss these key issues in Section 8.2.
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8.2 THE INTERNET PROTOCOL

The Internet Protocol (IP) (RFC 791) is the heart of the TCP/IP protocol suite. IP corre-
sponds to the network layer in the OSI reference model and provides a connectionless
best-effort delivery service to the transport layer. Recall that a connectionless service
does not require a virtual circuit to be established before data transfer can begin. The
term best-effort indicates that IP will try its best to forward packets to the destination,
but does not guarantee that a packet will be delivered to the destination. The term is also
used to indicate that IP does not make any guarantee on the QoS.2 An application re-
quiring high reliability in packet delivery must implement the reliability function within
a higher-layer protocol. Thus IP adopts the end-to-end argument discussed in Chap-
ter 7 and relies on the end systems, if needed, to ensure that each packet transmitted
at the source is received correctly at the destination. This design decision reduces the
complexity of IP and increases its flexibility.

8.2.1 IP Packet

To understand the service provided by the IP entity, it is useful to examine the IP packet
format, which contains a header part and a data part. The format of the IP header is
shown in Figure 8.4.

The header has a fixed-length component of 20 bytes plus a variable-length com-
ponent consisting of options that can be up to 40 bytes. IP packets are transmitted
according to network byte order in the following groups: bits 0–7, bits 8–15, bits 16–
23, and finally bits 24–31 for each row. The meaning of each field in the header follows.

Version: The version field indicates the version number used by the IP packet so
that revisions can be distinguished from each other. The current IP version is 4.
Version 5 is used for a real-time stream protocol called ST2, and version 6 is used
for the new generation IP known as IPv6 (to be discussed in the Section 8.3).

Identification Flags Fragment offset

0 4 8 16 19 24 31

Version IHL Type of service Total length

Time to live Protocol Header checksum

Source IP address

Destination IP address

Options Padding

FIGURE 8.4 IP version 4 header.

2In Chapter 10 we discuss work on integrated services and differentiated IP services that provide some form
of QoS in IP.
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Internet header length: The Internet header length (IHL) specifies the length of
the header in 32-bit words. If no options are present, IHL will have a value of 5.
The length of the options field can be determined from IHL.

Type of service: The type of service (TOS) field traditionally specifies the priority
of the packet based on delay, throughput, reliability, and cost requirements.
Three bits are assigned for priority levels (called “precedence”) and four bits
for the specific requirement (i.e., delay, throughput, reliability, and cost). For
example, if a packet needs to be delivered to the destination as soon as possible,
the transmitting IP module can set the delay bit to one and use a high-priority
level. The TOS field is not in common use and so the field is usually set to zero.
Recent work in the Differentiated Services Working Group of IETF redefines
the TOS field in order to support other services that are better than the basic best
effort. The differentiated services model is discussed in Chapter 10.

Total length: The total length specifies the number of bytes of the IP packet
including header and data. With 16 bits assigned to this field, the maximum
packet length is 65,535 bytes. In practice the maximum possible length is very
rarely used, since most physical networks have their own length limitation. For
example, Ethernet limits the payload length to 1500 bytes.

Identification, flags, and fragment offset: These fields are used for fragmentation
and reassembly and are discussed below.

Time to live: The time-to-live (TTL) field is defined to indicate the amount of
time in seconds the packet is allowed to remain in the network. However, most
routers interpret this field to indicate the number of hops the packet is allowed to
traverse in the network. Initially, the source host sets this field to some value. Each
router along the path to the destination decrements this value by one. If the value
reaches zero before the packet reaches the destination, the router discards the
packet and sends an error message back to the source. With either interpretation,
this field prevents packets from wandering aimlessly in the Internet.

Protocol: The protocol field specifies the upper-layer protocol that is to receive
the IP data at the destination host. Examples of the protocols include TCP
(protocol = 6), UDP (protocol = 17), and ICMP (protocol = 1).

Header checksum: The header checksum field verifies the integrity of the header
of the IP packet. The data part is not verified and is left to upper-layer protocols.
If the verification process fails, the packet is simply discarded. To compute the
header checksum, the sender first sets the header checksum field to 0 and then
applies the Internet checksum algorithm discussed in Chapter 3. Note that when
a router decrements the TTL field, the router must also recompute the header
checksum field.

Source IP address and destination IP address: These fields contain the addresses
of the source and destination hosts. The format of the IP address is discussed
below.

Options: The options field, which is of variable length, allows the packet to request
special features such as security level, route to be taken by the packet, and
timestamp at each router. For example, a source host can use the options field
to specify a sequence of routers that a datagram is to traverse on its way to
the destination host. Detailed descriptions of these options can be found in
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[RFC 791]. Router alert is a new option introduced to alert routers to look inside
the IP packet. The option is intended for new protocols that require relatively
complex processing in routers along the path [RFC 2113]. It is used by RSVP,
which is discussed in Chapter 10.

Padding: This field is used to make the header a multiple of 32-bit words.

When an IP packet is passed to the router, the following processing takes place.
First the header checksum is computed and the fields in the header (version and total
length) are checked to see if they contain valid values. Next the router identifies the
next hop for the IP packet by consulting its routing table. Then the fields that need to be
changed are updated. For example, the TTL and header checksum fields always require
updating. The IP packet is then forwarded along the next hop.

Figure 8.5 shows an example of an IP packet header in an SMTP example. The
middle pane shows all the fields of the IP packet header for frame 1. The packet uses
IPv4 so the version number is 4. The header length is 20 bytes. The TOS field is shown
as the Differentiated Service Field in keeping with recent redefinition of the field. The
details of the flag field show that the “don’t fragment” bit is set. The TTL is set to
53 hops, and the protocol field is set to 6 for TCP. This is followed by the checksum
and the source and destination IP addresses.

FIGURE 8.5 Example of an IP packet header.
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8.2.2 IP Addressing

To identify each node on the Internet, we have to assign a unique address to each node.
A node (such as a router or a multihomed host) may have multiple network interfaces
with each interface connected to a different network. An analogy of this situation is
a house having multiple doors with one door facing a street called Main Street and
another facing a different street called Broadway. In this situation an IP address is
usually associated with the network interface or the network connection rather than
with the node. Thus, in our analogy, an address is assigned to each door of a house
rather than to the house itself. For a node with a single network interface (typically
called a host), we can safely think of the IP address as the identity of the host.

An IP address has a fixed length of 32 bits. The address structure was originally
defined to have a two-level hierarchy: network ID and host ID. The network ID identi-
fies the network the host is connected to. Consequently, all hosts connected to the same
network have the same network ID. The host ID identifies the network connection to the
host rather than the actual host. An implication of this powerful aggregation concept
is that a router can forward packets based on the network ID only, thereby shorten-
ing the size of the routing table significantly. The host ID is assigned by the network
administrator at the local site. The network ID for an organization may be assigned by
the ISP. An ISP in turn may request the network ID from its regional Internet registry:
American Registry for Internet Numbers (ARIN), Réseaux IP Européens (RIPE), or
Asia Pacific Network Information Center (APNIC). When TCP/IP is used only within
an intranet (an internal and private internet), the local network administrator may wish
to assign the network ID on its own. However, the address will not be recognized by
a host on the global Internet. The formats of the “classful” IP address are shown in
Figure 8.6. The bit position shows the number of bits from the most significant bit.

The IP address structure is divided into five address classes: Class A, Class B,
Class C, Class D, and Class E, identified by the most significant bits of the address
as shown in the figure. Class A addresses have seven bits for network IDs and 24 bits

Bit 
position 0 1 2 3 8 16 31

Class A

Class B

Class C

Class D

Class E

0 Net ID Host ID

1 Net ID0 Host ID

1 1 0 Net ID Host ID

1 1 1 0 Multicast address

1 1 1 1 Reserved for experiments

FIGURE 8.6 The five classes of IP addresses.
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for host IDs, allowing up to 126 networks and about 16 million hosts per network.
Class B addresses have 14 bits for network IDs and 16 bits for host IDs, allowing about
16,000 networks and about 64,000 hosts for each network. Class C addresses have
21 bits for network IDs and 8 bits for host IDs, allowing about 2 million networks and
254 hosts per network. Class D addresses are used for multicast services that allow
a host to send information to a group of hosts simultaneously. Class E addresses are
reserved for experiments.

An ID that contains all 1s or all 0s has a special purpose. A host ID that contains all
1s is meant to broadcast the packet to all hosts on the network specified by the network
ID. If the network ID also contains all 1s, the packet is broadcast on the local network.
A host ID that contains all 0s refers to the network specified by the network ID, rather
than to a host. It is possible for a host not to know its IP address immediately after
being booted up. In this case the host may transmit packets with all 0s in the source
address in an attempt to find out its own IP address. The machine is identified by its
MAC address. Other hosts interpret the packet as originating from “this” host.

IP addresses are usually written in dotted-decimal notation so that they can be
communicated conveniently by people. The address is broken into four bytes with each
byte being represented by a decimal number and separated by a dot. For example, an
IP address of

10000000 10000111 01000100 00000101

is written as

128.135.68.5

in dotted-decimal notation. The discerning student should notice immediately that this
address is a Class B address. As we saw before, some of the values of the address fields
(such as all 0s and all 1s) are reserved for special purposes. Another important special
value is 127.X.Y.Z (X, Y, and Z can be anything), which is used for loopback. When a
host sends a packet with this address, the packet is returned to the host by the IP protocol
software without transmitting it to the physical network. The loopback address can be
used for interprocess communication on a local host via TCP/IP protocols and for
debugging purposes.

A set of specific ranges of IP addresses have been set aside for use in private
networks (RFC 1918). These addresses are used within internets that do not connect
directly to the Internet, for example, home networks. These addresses are considered
unregistered and routers in the Internet must discard packets with these addresses. A
range of addresses has been defined for each IP class:

Range 1: 10.0.0.0 to 10.255.255.255
Range 2: 172.16.0.0 to 172.31.255.255
Range 3: 192.168.0.0 to 192.168.255.255 (used in home LANs)

Network address translation is used to connect to the global Internet.
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1

1

Net ID

Net ID

0

0

Host ID

Host IDSubnet ID
Subnetted
address

Original
address

FIGURE 8.7 Introducing another hierarchical level through subnet addressing.

8.2.3 Subnet Addressing

The original IP addressing scheme described above has some drawbacks. Consider a
typical university in the United States that has a Class B network address (which can
support about 64,000 hosts connected to the Internet). With the original addressing
scheme, it would be a gigantic task for the local network administrator to manage all
64,000 hosts. Moreover, a typical campus would have more than one local network,
requiring the use of multiple network addresses. To solve these problems, subnet ad-
dressing was introduced in the mid-1980s when most large organizations began moving
their computing platforms from mainframes to networks of workstations. The basic idea
of subnetting is to add another hierarchical level called the “subnet” as shown in Fig-
ure 8.7. The beauty of the subnet-addressing scheme is that it is oblivious to the network
outside the organization. That is, a host outside this organization would still see the
original address structure with two levels. Inside the organization the local network ad-
ministrator is free to choose any combination of lengths for the subnet and host ID fields.

As an illustration, consider an organization that has been assigned a Class B IP ad-
dress with a network ID of 150.100. Suppose the organization has many LANs, each
consisting of no more than 100 hosts. Then seven bits are sufficient to uniquely identify
each host in a subnetwork. The other nine bits can be used to identify the subnetworks
within the organization. If a packet with a destination IP address of 150.100.12.176
arrives at the site from the outside network, which subnet should a router forward this
packet to? To find the subnet number, the router needs to store an additional quantity
called a subnet mask, which consists of binary 1s for every bit position of the address
except in the host ID field where binary 0s are used. For our example, the subnet mask is

11111111 11111111 11111111 10000000

which corresponds to 255.255.255.128 in dotted-decimal notation. The router can de-
termine the subnet number by performing a binary AND between the subnet mask and
the IP address. In our example the IP address is given by

10010110 01100100 00001100 10110000

Thus the subnet number becomes

10010110 01100100 00001100 10000000

corresponding to 150.100.12.128 in dotted-decimal notation. This number is used to
forward the packet to the correct subnetwork inside the organization. Note that IP ad-
dress 150.100.12.128 is used to identify the subnetwork and IP address 150.100.12.255
is used to broadcast packets inside the subnetwork. Thus a host connected to this sub-
network must have an IP address in the range 150.100.12.129 to 150.100.12.254.
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EXAMPLE Subnetwork Addressing

Consider a site that has been assigned a Class B IP address of 150.100.0.1, as shown
in Figure 8.8. The site has a number of subnets and many hosts (H) connected by
routers (R). The figure shows only three subnets and five hosts for simplicity. Assume
that the subnet ID field is nine bits long and the host ID field is seven bits long.

H1

H3

R1

R2 H5

H2

H4

150.100.12.154

150.100.12.128
150.100.12.129

150.100.12.4 150.100.12.24 150.100.12.55

150.100.12.1
150.100.12.0

150.100.15.54

150.100.15.0

150.100.15.11

150.100.0.1

150.100.12.176

To the rest of
the Internet

FIGURE 8.8 Example of address assignment with subnetting.

When a host located outside this network wants to send a packet to a host on
this network, all that external routers have to know is how to get to network address
150.100.0.1. This concept is very powerful, since it hides the details of the internal
network configuration. Let’s see how the internal routers handle arriving packets.

Suppose a packet having a destination IP address of 150.100.15.11 arrives from
the outside network. R1 has to know the next-hop router to send the packet to. The
address 150.100.15.11 corresponds to the binary string 10010110 01100100 00001111
00001011.3 R1 knows that a nine-bit subnet field is in use, so it applies the following
mask to extract the subnetwork address from the IP address: 11111111 11111111
11111111 10000000. The result is then 10010110 01100100 00001111 00000000,
which corresponds to 150.100.15.0. Router R1 looks up this subnet number in its routing
table, and finds the corresponding entry to specify the next-hop router address for R2,
which is 150.100.12.1. When R2 receives the packet, R2 performs the same process
and finds out that the destination host is connected to one of its network interfaces. It
can thus send the packet directly to the destination.

3150 = 128 + 16 + 4 + 2, which gives 10010110; similarly 100 = 64 + 32 + 4; 15 = 8 + 4 +
2 + 1; 11 = 8 + 2 + 1.
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8.2.4 IP Routing

The IP layer in the end-system hosts and in the routers work together to route packets
from IP network sources to destinations. The IP layer in each host and router maintains
a routing table that it uses to determine how to handle each IP packet. Consider the
action of the originating host. If its routing table indicates that the destination host is
directly connected to the originating host by a link or by a LAN, then the IP packet is
sent directly to the destination host using the appropriate network interface. Otherwise,
the routing table typically specifies that the packet is to be sent to a default router that
is directly connected to the originating host. Now consider the action of a router. When
a router receives an IP packet from one of the network interfaces, the router examines
its routing table to see whether the packet is destined to itself, and if so, delivers the
packet to the appropriate higher-layer protocol. If the destination IP address is not the
router’s own address, then the router determines the next-hop router and the associated
network interface, and then forwards the packet.

Each row in the routing table must provide the following information: destination
IP address; IP address of next-hop router; several flag fields; outgoing network interface;
and other information such as subnet mask, physical address, and statistics information.
Several types of flags may be defined. For example, the H flag indicates whether the
route in the given row is to a host (H = 1) or to a network (H = 0). The G flag indicates
whether the route in the given row is to a router (gateway; G = 1) or to a directly
connected destination (G = 0).

Each time a packet is to be routed, the routing table is searched in the following
order. First, the destination column is searched to see whether the table contains an
entry for the complete destination IP address. If so, then the IP packet is forwarded
according to the next-hop entry and the G flag. Second, if the table does not contain the
complete destination IP address, then the routing table is searched for the destination
network ID. If an entry is found, the IP packet is forwarded according to the next-hop
entry and the G flag. Third, if the table does not contain the destination network ID,
the table is searched for a default router entry, and if one is available, the packet is
forwarded there. Finally, if none of the above searches are successful, then the packet
is declared undeliverable and an ICMP “host unreachable error” packet is sent back to
the originating host. (ICMP is discussed in Section 8.2.9.)

EXAMPLE Routing with Subnetworks

Suppose that host H5 wishes to send an IP packet to host H2 in Figure 8.8. H2 has
IP address 150.100.12.176 (10010110 01100100 00001100 10110110). Let us trace
the operations in carrying out this task.

The routing table in H5 may look something like this:

Destination Next-Hop Flags Network Interface
127.0.0.1 127.0.0.1 H 1o0
default 150.100.15.54 G emd0
150.100.15.0 150.100.15.11 emd0
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The first entry is the loopback interface where the H indicates a host address, and
1o0 by convention is always the loopback interface. The second entry is the default
entry, with next-hop router R2 (150.100.15.54), which is a router, so G = 1, and with
Ethernet interface emd0. The third entry does not have H set, so it is a network address;
G is also not set, so a direct route is indicated and, by convention, the next-hop entry is
the IP address of the outgoing network interface.

H5 first searches its routing table for the IP packet destination address
150.100.12.176. When H5 does not find the entry, it then searches for the destina-
tion network ID 150.100.12.128. Finally, H5 finds the default route to R2 and forwards
the IP packet across the Ethernet.

The routing table in R2 may look something like this:

Destination Next-Hop Flag Network Interface
127.0.0.1 127.0.0.1 H 1o0
default 150.100.12.4 G emd0
150.100.15.0 150.100.15.54 emd1
150.100.12.0 150.100.12.1 emd0

R2 searches its routing table and forwards the IP packet to router R1, using the default
route. R1 has the following entries in its routing table:

Destination Next-Hop Flag Network Interface
127.0.0.1 127.0.0.1 H 1o0
150.100.12.176 150.100.12.176 emd0
150.100.12.0 150.100.12.4 emd1
150.100.15.0 150.100.12.1 G emd1

R1 searches its routing table and finds a match to the host address 150.100.12.176 and
sends the packet through network interface emd0, which delivers the packet to H2.

The netstat command allows you to display the routing table in your workstation.
Check the manual for your system on how to use this command.

8.2.5 Classless Interdomain Routing (CIDR)

Dividing the IP address space into A, B, and C classes turned out to be inflexible. While
on the one hand most organizations utilize the Class B address space inefficiently, on
the other hand most organizations typically need more addresses than can be provided
by a Class C address space. Giving a Class B address space to each organization would
have exhausted the IP address space easily because of the rapid growth of the Internet.
In 1993 the classful address space restriction was lifted. An arbitrary prefix length to
indicate the network number, known as classless interdomain routing (CIDR),4 was
adopted in place of the classful scheme [RFC 1518]. Using a CIDR notation, a prefix
205.100.0.0 of length 22 is written as 205.100.0.0/22. The /22 notation indicates that
the network mask is 22 bits, or 255.255.252.0.

4CIDR is pronounced like “cider.”
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With CIDR, packets are routed according to the prefix of the IP address without dis-
tinguishing different address classes. The entries in a CIDR routing table contain a 32-bit
IP address and a 32-bit mask. CIDR enables a technique called supernetting to allow a
single routing entry to cover a block of classful addresses. For example, instead of having
four entries for a contiguous set of Class C addresses (e.g., 205.100.0.0, 205.100.1.0,
205.100.2.0, and 205.100.3.0), CIDR allows a single routing entry 205.100.0.0/22,
which includes all IP addresses from 205.100.0.0 to 205.100.3.255. To see the route
aggregation process in more detail, we note that the original four Class C entries

Class C address 205.100.0.0 = 11001101 01100100 00000000 00000000
Class C address 205.100.1.0 = 11001101 01100100 00000001 00000000
Class C address 205.100.2.0 = 11001101 01100100 00000010 00000000
Class C address 205.100.3.0 = 11001101 01100100 00000011 00000000

become

Mask 255.255.252.0 = 11111111 11111111 11111100 00000000
Supernet address 205.100.0.0 = 11001101 01100100 00000000 00000000

RFC 1518 describes address allocation policies to capitalize on CIDR’s ability to
aggregate routes. For example, address assignments should reflect the physical topology
of the network; in this case IP address prefixes should correspond to continents or na-
tions. This approach facilitates the aggregation of logical packet flows into the physical
flows that ultimately traverse the network. Similarly, transit routing domains that carry
traffic between domains should have unique IP addresses, and domains that are attached
to them should begin with the transit routing domain’s prefix. These route aggrega-
tion techniques resulted in a significant reduction in routing table growth, which was
observed after the deployment of CIDR. Without the CIDR deployment, the default-free
routing table size at the core of the Internet would have easily exceeded 100,000 routes
in 1996. CIDR was able to reduce the routing table size to around 50,000 routes in
1998, and in 2003 the table size has grown to slightly above 100,000 routes.

The use of variable-length prefixes requires that the routing tables be searched to
find the longest prefix match. For example, a routing table may contain entries for the
above supernet 205.100.0.0/22 as well as for the even larger supernet 205.100.0.0/20.
This situation may arise when a large number of destinations have been aggregated
into the block 205.100.0.0/20, but packets destined to 205.100.0.0/22 are to be routed
differently. A packet with destination address 205.100.1.1 will match both of these
entries, so the algorithm must select the match with the longest prefix.

Routing tables can contain tens of thousands of entries, so efficient, fast, longest-
prefix matching algorithms are essential to implement fast routers. A number of al-
gorithms have been developed to perform table lookup. For example, see [Degermark
1998] and [Waldvogel 1998].

8.2.6 Address Resolution

In Section 8.2.4, we assume that a host can send a packet to the destination host by
knowing the destination IP address. In reality IP packets must eventually be delivered by
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H1

H1

H2

H2

H3

H3

H4

H4

150.100.76.20 150.100.76.21 150.100.76.22 150.100.76.23

ARP request (what is the MAC address of 150.100.76.22?)

ARP response (my MAC address is 08:00:5a:3b:94)

FIGURE 8.9 Address Resolution Protocol.

the underlying network technology, which uses its own addressing scheme. Currently,
Ethernet is the most common underlying network technology that IP runs on. Recall
that the Ethernet hardware can understand only its own 48-bit MAC address format.
Thus the source host must also know the destination MAC address if the packet is to
be delivered to the destination host successfully.

How does the host map the IP address to the MAC address? An elegant solution to
find the destination MAC address is to use the Address Resolution Protocol (ARP).
The main idea is illustrated in Figure 8.9. Suppose H1 wants to send an IP packet to H3
but does not know the MAC address of H3. H1 first broadcasts an ARP request packet
asking the destination host, which is identified by H3’s IP address, to reply. All hosts
in the network receive the packet, but only the intended host, which is H3, responds
to H1. The ARP response packet contains H3’s MAC and IP addresses. From now on
H1 knows how to send packets to H3. To avoid having to send an ARP request packet
each time H1 wants to send a packet to H3, H1 caches H3’s IP and MAC addresses
in its ARP table so that H1 can simply look up H3’s MAC address in the table for
future use. Each entry in the ARP table is usually “aged” so that the contents are erased
if no activity occurs within a certain period, typically around 5 to 30 minutes. This
procedure allows changes in the host’s MAC address to be updated. The MAC address
may change, for example, when an Ethernet card is broken and is replaced with a
new one.

Figure 8.10 uses a sequence of POP3 messages to provide an example of an ARP
request from the source with MAC address 00:01:03:1d:cc:f7, which is manufactured
by 3COM. The first frame in the top pane shows that the ARP request is for the
MAC address of the machine with IP address 192.168.2.18. The middle pane pro-
vides additional details for the first frame. It can be seen that that frame is an Ether-
net frame that has the destination address set for broadcast and the type field set to
ARP (0x0806). The ARP packet indicates that the hardware is Ethernet, that the mes-
sage is an ARP request, and that the target is a 4-byte IP address. This is followed by
the sender’s IP (192.168.2.18) and MAC address. The target IP address (192.168.2.1)
is shown and the target MAC address contains all zeros indicating that it is not known.
The second frame in the top pane contains the reply from the target machine indicating
that its MAC address is 00:04:e2:29:b2:3a, which is manufactured by SMC.
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FIGURE 8.10 Example of an ARP request.

8.2.7 Reverse Address Resolution

In some situations a host may know its MAC address but not its IP address. For example,
when a diskless computer such as an X terminal is being bootstrapped, it can read the
MAC address from its Ethernet card. However, its IP address is usually kept separately
in a disk at the server. The problem of getting an IP address from a MAC address can
be handled by the Reverse Address Resolution Protocol (RARP), which works in a
fashion similar to ARP.

To obtain its IP address, the host first broadcasts an RARP request packet containing
its MAC address on the network. All hosts on the network receive the packet, but only
the server replies to the host by sending an RARP response packet containing the host’s
MAC and IP addresses. One limitation with RARP is that the server must be located
on the same physical network as the host.

8.2.8 Fragmentation and Reassembly

One of the strengths of IP is that it can work on a variety of physical networks. Each
physical network usually imposes a certain packet-size limitation on the packets that
can be carried, called the maximum transmission unit (MTU). For example, Ethernet
specifies an MTU of 1500 bytes, and FDDI specifies an MTU of 4464 bytes. When IP
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FIGURE 8.11 Packet fragmentation.

has to send a packet that is larger than the MTU of the physical network, IP must break
the packet into smaller fragments whose size can be no larger than the MTU. Each
fragment is sent independently to the destination as though it were an IP packet. If the
MTU of some other network downstream is found to be smaller than the fragment size,
the fragment will be broken again into smaller fragments, as shown in Figure 8.11.
The destination IP is the only entity that is responsible for reassembling the fragments
into the original packet. To reassemble the fragments, the destination waits until it has
received all the fragments belonging to the same packet. If one or more fragments are lost
in the network, the destination abandons the reassembly process and discards the rest
of the fragments. To detect lost fragments, the destination host sets a timer once the
first fragment of a packet arrives. If the timer expires before all fragments have been
received, the host assumes the missing fragments were lost in the network and discards
the other fragments.

Three fields in the IP header (identification, flags, and fragment offset in Figure 8.4)
have been assigned to manage fragmentation and reassembly. At the destination IP has
to collect fragments for reassembling into packets. The identification field is used to
identify which packet a particular fragment belongs to so that fragments for different
packets do not get mixed up. To have a safe operation, the source host must not repeat
the identification value of the packet destined to the same host until a sufficiently long
period of time has passed.

The flags field has three bits: one unused bit, one “don’t fragment” (DF) bit, and one
“more fragment” (MF) bit. If the DF bit is set to 1, it forces the router not to fragment
the packet. If the packet length is greater than the MTU, the router will have to discard
the packet and send an error message to the source host. The MF bit tells the destination
host whether or not more fragments follow. If there are more, the MF bit is set to 1;
otherwise, it is set to 0. The fragment offset field identifies the location of a fragment in
a packet. The value measures the offset, in units of eight bytes, between the beginning
of the packet to be fragmented and the beginning of the fragment, considering the data
part only. Thus the first fragment of a packet has an offset value of 0. The data length
of each fragment, except the last one, must be a multiple of eight bytes. The reason
the offset is measured on units of eight bytes is that the fragment offset field has only
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13 bits, giving a maximum count of 8192. To be able to cover all possible data lengths
up to the maximum of 65,536 bytes, it is sufficient to multiply 8192 by 8. The reader
should verify that these three fields give sufficient information to hosts and routers to
perform fragmentation and reassembly.

Although fragmentation may seem to be a good feature to implement, it involves
a subtle performance penalty. As alluded to earlier, if one of the fragments is lost, the
packet cannot be reassembled at the destination and the rest of the fragments have to
be discarded. This process, of course, wastes transmission bandwidth. If the higher-
layer protocol requires reliability, then all fragments for that packet would have to be
retransmitted. It is possible to save some bandwidth if routers discard fragments more
intelligently. Specifically, if a router has to discard a fragment, say, due to congestion,
it might as well discard the subsequent fragments belonging to the same packet, since
they will become useless at the destination. In fact, this same idea has been implemented
in ATM networks.

EXAMPLE Fragmenting a Packet

Suppose a packet arrives at a router and is to be forwarded to an X.25 network having
an MTU of 576 bytes. The packet has an IP header of 20 bytes and a data part of
1484 bytes. Perform fragmentation and include the pertinent values of the IP header of
the original packet and of each fragment.

The maximum possible data length per fragment = 576 − 20 = 556 bytes. How-
ever, 556 is not a multiple of 8. Thus we need to set the maximum data length to
552 bytes. We can break 1484 into 552 + 552 + 380 (other combinations are also
possible).

Table 8.1 shows the pertinent values for the IP header where x denotes a unique
identification value. Other values, except the header checksum, are the same as in the
original packet.

TABLE 8.1 Values of the IP header in a fragmented packet.

Total length ID MF Fragment offset

Original packet 1504 x 0 0
Fragment 1 572 x 1 0
Fragment 2 572 x 1 69
Fragment 3 400 x 0 138

8.2.9 ICMP: Error and Control Messages

It was noted earlier that if a router could not forward a packet for some reason (for
example, the TTL value reaches 0, or the packet length is greater than the network
MTU while the DF bit is set), the router would send an error message back to the
source to report the problem. The Internet Control Message Protocol (ICMP) is the
protocol that handles error and other control messages. Although ICMP messages are
encapsulated by IP packets (with protocol number 1), ICMP is considered to be in
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IP header and 64 bits of original datagram

0 8 16 31

Type Code Checksum

FIGURE 8.12 ICMP basic error message format.

the same layer as IP. Each ICMP message format begins with a type field to identify the
message. Some ICMP message types are echo reply, destination unreachable, source
quench, redirect, echo request, time exceeded, parameter problem, timestamp request,
and timestamp reply. We describe several important types in this section (detailed
information can be found in [RFC 792]).

Basic error messages generally follow the format shown in Figure 8.12. The
description of each field follows.

Type: This field identifies the type of the message. Several types are described
below and more detailed information can be found in [RFC 792].

Code: For a given type, the code field describes the purpose of the message.
Checksum: This field is used to detect errors in the ICMP message.
IP header plus original datagram: This field can be used for diagnostic purposes

by matching the information (e.g., port numbers) in the ICMP message with the
original data in the IP packet.

For example, a type 3 message (that is, with a type field value of 3) indicates a problem
reaching the destination. The particular problem is identified by one of the following
possible values for the code field:

0 Network Unreachable 3 Port Unreachable
1 Host Unreachable 4 Fragmentation needed and DF set
2 Protocol Unreachable 5 Source route failed

A type 11 message indicates a time-exceeded problem. A code field of 0 indicates
that the TTL value has been exceeded. A code field of 1 indicates that the fragment
reassembly time has been exceeded. The ICMP time-exceeded message is exploited in
the Traceroute program. When a packet reaches a router with the value of the TTL equal
to 0 or 1 before the packet reaches the destination, the corresponding router will send
an ICMP message with type ”time exceeded” back to the originating host. The time-
exceeded message also contains the IP address of the router that issues the message.
Thus, by sending messages to the destination with the TTL incremented by one per
message, a source host will be able to trace the sequence of routers to the destination.

Echo request and echo reply messages follow the format shown in Figure 8.13.
When a destination receives an echo request message from a source, the destination
simply replies with a corresponding echo reply message back to the source. The echo
request and echo reply messages are used in the PING program and are often used
to determine whether a remote host is alive. PING is also often used to estimate the
round-trip time between two hosts.
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Identifier Sequence number

Data

0 8 16 31

Type Code Checksum

FIGURE 8.13 Echo request and echo reply message format.

Type 8 is used for echo request while type 0 for echo reply. The code field is set
to zero for both types. The sequence number field is used to match the echo reply
message with the corresponding echo request message. The identifier field can be used
to differentiate different sessions using the echo services. The data from the echo request
message is simply copied in the echo reply message and can be used for diagnostic
purposes. The data field is of variable length.

Figure 8.14 and Figure 8.15 show the use of ICMP packets to PING the host
tesla.comm.utoronto.ca. The top pane of Figure 8.14 shows that frame 4 contains the
first ICMP echo request packet. The middle pane shows the details of ICMP packet
fields. The type 8 indicates that this is an ICMP echo request. The identifier (0x0200)
and the sequence number (5b:00) are included to help identify the echo reply. The
middle pane in Figure 8.15 shows frame 5 contains the first ICMP echo reply packet
indicated by the type 0 and by identifier and sequence number fields that match the
first request. Receipt of the echo reply verifies that a valid path between the two hosts
exists.

FIGURE 8.14 Example of ICMP echo request in PING.
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FIGURE 8.15 Example of ICMP echo reply in PING.

8.3 IPv6

IP version 4 has played a central role in the internetworking environment for many
years. It has proved flexible enough to work on many different networking technologies.
However, it has become a victim of its own success—explosive growth! In the early
days of the Internet, people using it were typically researchers and scientists working
in academia, high-tech companies, and research laboratories, mainly for the purpose
of exchanging scientific results through e-mails. In the 1990s the World Wide Web and
personal computers shifted the user of the Internet to the general public. This change has
created heavy demands for new IP addresses, and the 32 bits of the current IP addresses
will be exhausted sooner or later.

In the early 1990s the Internet Engineering Task Force (IETF) began to work on
the successor of IP version 4 that would solve the address exhaustion problem and
other scalability problems. After several proposals were investigated, a new IP version
was recommended in late 1994. The new version is called IPv6 for IP version 6 (also
called IP next generation or IPng) [RFC 2460]. IPv6 was designed to interoperate with
IPv4 since it would likely take many years to complete the transition from version 4
to version 6. Thus IPv6 should retain the most basic service provided by IPv4—a
connectionless delivery service. On the other hand, IPv6 should also change the IPv4
functions that do not work well and support new emerging applications such as real-time
video conferencing, etc. Some of the changes from IPv4 to IPv6 include:

Longer address fields: The length of address field is extended from 32 bits to
128 bits. The address structure also provides more levels of hierarchy. Theoret-
ically, the address space can support up to 3.4 × 1038 hosts.
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Simplified header format: The header format of IPv6 is simpler than that of IPv4.
Some of the header fields in IPv4 such as checksum, IHL, identification, flags,
and fragment offset do not appear in the IPv6 header.

Flexible support for options: The options in IPv6 appear in optional extension
headers that are encoded in a more efficient and flexible fashion than they are
in IPv4.

Flow label capability: IPv6 adds a “flow label” to identify a certain packet “flow”
that requires a certain QoS.

Security: IPv6 supports built-in authentication and confidentiality.
Large packets: IPv6 supports payloads that are longer than 64 K bytes, called

jumbo payloads.
Fragmentation at source only: Routers do not perform packet fragmentation. If

a packet needs to be fragmented, the source should check the minimum MTU
along the path and perform the necessary fragmentation.

No checksum field: The checksum field has been removed to reduce packet pro-
cessing time in a router. Packets carried by the physical network such as Ether-
net, token ring, or X.25 are typically already checked. Furthermore, higher-layer
protocols such as TCP and UDP also perform their own verification. Thus the
removal of the checksum field is unlikely to introduce a serious problem in most
situations.

8.3.1 Header Format

The IPv6 header consists of a required basic header and optional extension headers. The
format of the basic header is shown in Figure 8.16. The packet should be transmitted
in network byte order.

0 4 12 16 24 31

Version Traffic class Flow label

Payload length Next header Hop limit

Source address

Destination address

FIGURE 8.16 IPv6 basic header.
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The description of each field in the basic header follows.

Version: The version field specifies the version number of the protocol and should
be set to 6 for IPv6. The location and length of the version field stays unchanged
so that the protocol software can recognize the version of the packet quickly.

Traffic class: The traffic class field specifies the traffic class or priority of the
packet. The traffic class field is intended to support differentiated service.

Flow label: The flow label field can be used to identify the QoS requested by the
packet. In the IPv6 standard, a flow is defined as “a sequence of packets sent from
a particular source to a particular (unicast or multicast) destination for which
the source desires special handling by the intervening routers.” An example of
an application that may use a flow label is a packet video system that requires
its packets to be delivered to the destination within a certain time constraint.
Routers that see these packets will have to process them according to their QoS.
Hosts that do not support flows are required to set this field to 0.

Payload length: The payload length indicates the length of the data (excluding
header). With 16 bits allocated to this field, the payload length is limited to
65,535 bytes. As we explain below, it is possible to send larger payloads by
using the option in the extension header.

Next header: The next header field identifies the type of the extension header that
follows the basic header. The extension header is similar to the options field in
IPv4 but is more flexible and efficient. Extension headers are further discussed
below.

Hop limit: The hop limit field replaces the TTL field in IPv4. The name now says
what it means: The value specifies the number of hops the packet can travel
before being dropped by a router.

Source address and destination address: The source address and the destina-
tion address identify the source host and the destination host, respectively. The
address format is discussed below.

Figure 8.17 gives an example of IPv6 packet exchanges. A comparison with Fig-
ure 8.5 shows that IPv6 has a simpler header structure. The middle pane zooms in on
frame number 7, which carries an IPv6 packet that in turn carries a DNS query. The
version field indicates the IPv6 is involved, that the payload length is 39 bytes, and that
the next header is a UDP header.

8.3.2 Network Addressing

The IPv6 address is 128 bits long, which increases the overhead somewhat. However, it
is almost certain that the huge address space will be sufficient for many years to come.
The huge address space also gives more flexibility in terms of address allocation. IPv6
addresses are divided into three categories:

1. Unicast addresses identify a single network interface.
2. Multicast addresses identify a group of network interfaces, typically at different

locations. A packet will be sent to all network interfaces in the group.
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FIGURE 8.17 Example of an IPv6 packet header.

3. Anycast addresses also identify a group of network interfaces. However, a packet
will be sent to only one network interface in the group, usually the nearest one.

Note that a broadcast address can be supported with a multicast address by making
the group consist of all interfaces in the network.

Recall that the IPv4 address typically uses the dotted-decimal notation when com-
municated by people. It should become obvious that the dotted-decimal notation can
be rather long when applied to IPv6 long addresses. A more compact notation that is
specified in the standard is to use a hexadecimal digit for every 4 bits and to separate
every 16 bits with a colon. An example of an IPv6 address is

4BF5:AA12:0216:FEBC:BA5F:039A:BE9A:2176

Often IPv6 addresses can be shortened to a more compact form. The first shorthand
notation can be exploited when the 16-bit field has some leading zeros. In this case the
leading zeros can be removed, but there must be at least one numeral in the field. As
an example

4BF5:0000:0000:0000:BA5F:039A:000A:2176

can be shortened to

4BF5:0:0:0:BA5F:39A:A:2176
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Further shortening is possible where consecutive zero-valued fields appear. These
fields can be shortened with the double-colon notation (::). Of course, the double-colon
notation can appear only once in an address, since the number of zero-valued fields is not
encoded and needs to be deduced from the specified total number of fields. Continuing
with the preceding example, the address can be written even more compactly as

4BF5::BA5F:39A:A:2176

To recover the original address from one containing a double colon, you take the
nonzero values that appear to the left of the double colons and align them to the left.
You then take the number that appears to the right of the double colons and align them
to the right. The field in between is set to 0s.

The dotted-decimal notation of IPv4 can be mixed with the new hexadecimal
notation. This approach is useful for the transition period when IPv4 and IPv6 coexist.
An example of a mixed notation is

::FFFF:128.155.12.198

Address allocations are organized by types, which are in turn classified according
to prefixes (leading bits of the address). At the time of this writing, the initial allocation
for prefixes is given in Table 8.2.

Less than 30 percent of the address space has been assigned. The remaining portion
of the address space is for future use. Most types are assigned for unicast addresses,
except the one with a leading byte of 1s, which is assigned for multicast. Anycast
addresses are not differentiated from unicast and share the same address space.

TABLE 8.2 Address types based on prefixes.

Binary prefix Types Percentage of address space

0000 0000 Reserved 0.39
0000 0001 Unassigned 0.39
0000 001 ISO network addresses 0.78
0000 010 IPX network addresses 0.78
0000 011 Unassigned 0.78
0000 1 Unassigned 3.12
0001 Unassigned 6.25
001 Unassigned 12.5
010 Provider-based unicast addresses 12.5
011 Unassigned 12.5
100 Geographic-based unicast addresses 12.5
101 Unassigned 12.5
110 Unassigned 12.5
1110 Unassigned 6.25
1111 0 Unassigned 3.12
1111 10 Unassigned 1.56
1111 110 Unassigned 0.78
1111 1110 0 Unassigned 0.2
1111 1110 10 Link local use addresses 0.098
1111 1110 11 Site local use addresses 0.098
1111 1111 Multicast addresses 0.39
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(125-m-n-o-p) bitsn bits m bits o bits p bits

Subscriber ID Subnet ID Interface IDProvider IDRegistry ID010

FIGURE 8.18 Provider-based address format.

IPv6 assigns a few addresses for special purposes. The address 0::0 is called the
unspecified address and is never used as a destination address. However, it may be used
as a source address when the source station wants to learn its own address. The address
::1 is used for a loopback whose purpose is the same as the loopback address in IPv4.
Another set of special addresses is needed during the transition period where an IPv6
packet needs to be “tunneled” across an IPv4 network. These addresses, called IPv4-
compatible addresses, are used by IPv6 routers and hosts that are directly connected
to an IPv4 network. The address format consists of 96 bits of 0s followed by 32 bits
of IPv4 address. Thus an IPv4 address of 135.150.10.247 can be converted to an IPv4-
compatible IPv6 address of ::135.150.10.247. A similar set of special addresses is
used to indicate IPv4 hosts and routers that do not support IPv6. These addresses are
called IP-mapped addresses. The format of these addresses consists of 80 bits of 0s,
followed by 16 bits of 1s, and then by 32 bits of IPv4 address.

Provider-based unicast addresses are identified by the prefix 010. It appears that
these addresses will be mainly used by the Internet service providers to assign addresses
to their subscribers. The format of these addresses is shown in Figure 8.18.

Notice the hierarchical structure of this address format. The first level is identified
by the registry ID, which is managed by ARIN (North America), RIPE (Europe),
or APNIC (Asia Pacific). The next level identifies the Internet service provider that
is responsible for assigning the subscriber IDs. Finally, each subscriber assigns the
addresses according to the subnet IDs and interface IDs.

The local addresses are used for a collection of hosts that do not want to connect
to the global Internet because of security and privacy concerns. There are two types of
local addresses: link-local addresses and site-local addresses. The link-local addresses
are used for a single link, while the site-local addresses are used for a single site. The
local addresses are designed so that when an organization decides to connect the hosts
to the global Internet, the move will be as painless as possible.

8.3.3 Extension Headers

To support extra functionalities that are not provided by the basic header, IPv6 allows
an arbitrary number of extension headers to be placed between the basic header and the
payload. Extension headers act like options in IPv4 except the former are encoded more
efficiently and flexibly, as we show soon. The extension headers are daisy chained by
the next header field, which appears in the basic header as well as in each extension
header. Figure 8.19 illustrates the use of the next header field. A consequence of the
daisy-chain formation is that the extension headers must be processed in the order in
which they appear in the packet.
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FIGURE 8.19 Daisy-chain extension headers.

Six extension headers have been defined. They are listed in Table 8.3. These
extension headers should appear in a packet as they are listed in the table from top
to bottom.5

LARGE PACKET
IPv6 allows a payload size of more than 64K by using an extension header. The use
of payload size greater than 64K has been promoted mainly by people who work on
supercomputers. Figure 8.20 shows the format of the extension header for a packet
with a jumbo payload (length that is greater than 65,535 bytes). The next header field
identifies the type of header immediately following this header. The value 194 defines
a jumbo payload option. The payload length in the basic header must be set to 0. The
option length field (opt len) specifies the size of the jumbo payload length field in
bytes. Finally, the jumbo payload length field specifies the payload size. With 32 bits
the payload size can be as long as 4,294,967,295 bytes.

FRAGMENTATION
As noted previously, IPv6 allows only the source host to perform fragmentation.
Intermediate routers no longer need to perform fragmentation. If the packet length
is greater than the MTU of the network this packet is to be forwarded to, an intermedi-
ate router discards the packet and sends an ICMP error message back to the source. A
source can find the minimum MTU along the path from the source to the destination
by performing a “path MTU discovery” procedure. An advantage of doing fragmen-
tation at the source only is that routers can process packets faster, which is important
in a high-speed environment. A disadvantage is that the path between a source and a

TABLE 8.3 Extension headers.

Header code Header type

0 Hop-by-hop options header
43 Routing header
44 Fragment header
51 Authentication header
52 Encapsulating security payload header
60 Destination options header

5The authentication header and the encapsulating security payload header are discussed in Chapter 11.
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Jumbo payload length

0 8 16 24 31

Next header 0 194 Opt len � 4

FIGURE 8.20 Extension header for jumbo packet.

destination must remain reasonably static so that the path MTU discovery does not give
outdated information. If a source wants to fragment a packet, the source will include a
fragment extension header (shown in Figure 8.21) for each fragment of the packet.

The fragment offset, M (more fragment), and identification fields have the same
purposes as they have in IPv4 except the identification is now extended to 32 bits. Bits 8
to 15 and bits 29 and 30 are reserved for future use.

SOURCE ROUTING
Like IPv4, IPv6 allows the source host to specify the sequence of routers to be visited by
a packet to reach the destination. This option is defined by a routing extension header,
which is shown in Figure 8.22. The header length specifies the length of the routing
extension header in units of 64 bits, not including the first 64 bits. Currently, only type
0 is specified. The segment left field identifies the number of route segments remaining
before the destination is reached. Maximum legal value is 23. Initially, this value will
be set to the total number of route segments from the source to the destination. Each
router decrements this value by 1 until the packet reaches the destination. Each bit in the
strict/loose bit mask indicates whether the next destination address must be followed
strictly (if the bit is set to 1) or loosely (if the bit is set to 0).

8.3.4 Migration Issues from IPv4 to IPv6

Recall from Chapter 1 that the capability of a particular technology eventually saturates
due to some fundamental limit. A new technology typically replaces an old one by
providing new capabilities at the next level. We see that the addressing capabilities of
IPv4 are reaching the saturation limit. IPv6 was developed to improve the addressing
capabilities so that new devices requiring global addresses can be supported in the
future. However, because IPv4 networks and hosts are widely deployed, migration
issues need to be solved to ensure that the transition from IPv4 to IPv6 is as smooth as
possible.

Current solutions are mainly based on the dual-IP-layer (or dual stack) approach
whereby both IPv4 and IPv6 functions are present. For example, routers independently

Identification

0 8 16 29 31

Next header Reserved Fragment offset Res M

FIGURE 8.21 Fragment extension header.
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…

Address 1

Address 2

Address n

FIGURE 8.22 Routing extension header.

run both IPv4 and IPv6 routing protocols and can forward both types of packets. Recall
that the type of a packet can be identified from the version field so that each incoming
packet can be sent to the appropriate processing module.

When islands of IPv6 networks are separated by IPv4 networks, one approach is
to build a tunnel across an IPv4 network connecting two IPv6 networks, as shown in
Figure 8.23a. A tunnel is a path created between two nodes so that the tunnel appears as
a single link to the user, as shown in Figure 8.23b. The tunneling approach essentially
hides the route taken by the tunnel from the user. In our particular example, an IPv4
tunnel allows IPv6 packets to be forwarded across an IPv4 network without the IPv6
user having to worry about how packets are actually forwarded in the IPv4 network. A

Source Destination

IPv6 network IPv4 network IPv6 network

Tunnel

Tunnel head-end Tunnel tail-end

IPv6 network IPv6 network

Link

IPv6 header IPv4 header

(a)

(b) Source Destination

FIGURE 8.23 Tunneling: (a) IPv6 over IPv4 tunnel; (b) IPv6 virtual
topology.
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tunnel is typically realized by encapsulating each user packet in another packet that can
be forwarded along the tunnel. In our example, IPv6 packets are first forwarded from the
source to the tunnel head-end in the IPv6 network. At the tunnel head-end packets are
encapsulated into IPv4 packets. Then IPv4 packets are forwarded in the IPv4 network to
the tunnel tail-end where the reverse process (i.e., decapsulation) is performed. Finally,
IPv6 packets are forwarded from the tunnel tail-end to the destination. Note that the
tunnel endpoint can be located at a source host, an intermediate router, or a destination
host. Note also that the concept of tunneling can be made recursive so that a tunnel may
provide forwarding service to another tunnel.

8.4 USER DATAGRAM PROTOCOL

Two transport layer protocols, TCP and UDP, build on the best-effort service provided
by IP to support a wide range of applications. In this section we discuss the details
of UDP.

The User Datagram Protocol (UDP) is an unreliable, connectionless transport
layer protocol. It is a very simple protocol that provides only two additional services
beyond IP: demultiplexing and error checking on data. Recall that IP knows how to de-
liver packets to a host, but does not know how to deliver them to the specific application
in the host. UDP adds a mechanism that distinguishes among multiple applications in
the host. Recall also that IP checks only the integrity of its header. UDP can optionally
check the integrity of the entire UDP datagram. Applications that do not require zero
packet loss such as in packet voice systems are well suited to UDP. In practice, applica-
tions that use UDP include Trivial File Transfer Protocol, DNS, SNMP, and Real-Time
Protocol (RTP).

The format of the UDP datagram is shown in Figure 8.24. The destination port
allows the UDP module to demultiplex datagrams to the correct application in a given
host. The source port identifies the particular application in the source host to receive
replies. The UDP length field indicates the number of bytes in the UDP datagram
(including header and data).

The UDP checksum field detects errors in the datagram, and its use is optional. If a
source host does not want to compute the checksum, the checksum field should contain
all 0s so that the destination host knows that the checksum has not been computed.
What if the source host does compute the checksum and finds that the result is 0? The

UDP checksumUDP length

0 16 31

Source port Destination port

Data

FIGURE 8.24 UDP datagram.
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Destination IP address

UDP lengthProtocol � 170 0 0 0 0 0 0 0

0 8 16 31

Source IP address

FIGURE 8.25 UDP pseudoheader.

algorithm that a host uses to compute the checksum will give a checksum field of all 1s.
This is another representation of zero in 1s complement. The checksum computation
procedure is similar to that in computing IP checksum except for two new twists.
First, if the length of the datagram is not a multiple of 16 bits, the datagram will
be padded out with 0s to make it a multiple of 16 bits. In doing so, the actual UDP
datagram is not modified. The pad is used only in the checksum computation and is not
transmitted. Second, UDP adds a pseudoheader (shown in Figure 8.25) to the beginning
of the datagram when performing the checksum computation. The pseudoheader is also
created by the source and destination hosts only during the checksum computation and
is not transmitted. The pseudoheader is to ensure that the datagram has indeed reached
the correct destination host and port. Finally, if a datagram is found to be corrupted, it
is simply discarded and the source UDP entity is not notified.

8.5 TRANSMISSION CONTROL PROTOCOL

TCP [RFC 793] and IP are the workhorses of the Internet. The Transmission Control
Protocol (TCP) provides a logical full-duplex (two-way) connection between two ap-
plication layer processes across the Internet. TCP provides these application processes
with a connection-oriented, reliable, in-sequence, byte-stream service. TCP also pro-
vides flow control that allows a TCP receiver to control the rate at which the sender
transmits information so that the receiver buffers do not overflow. In addition, TCP also
provides congestion control that induces senders to reduce the rate at which they send
packets when there is congestion in the routers. TCP can support multiple application
processes in the same end system.

In Chapter 2 we discussed the role of TCP in supporting application layer protocols.
In Section 5.3 we showed how TCP provides reliable byte stream service using a form
of Selective Repeat ARQ. In this section we first summarize the basic operation of
TCP and the reliable byte stream service it provides. We then discuss the format of the
TCP segment and the establishment and termination of TCP connections. We discuss
the data transfer phase of a TCP connection, including flow control. Finally we consider
how TCP implements congestion control.

8.5.1 TCP Operation and Reliable Stream Service

A TCP connection goes through the three phases of a connection-oriented service. The
TCP connection establishment phase sets up a connection between the two application

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


8.5 Transmission Control Protocol 603

processes by creating and initializing variables that are used in the protocol. These
variables are stored in a connection record that is called the transmission control block
(TCB). Once the connection is established, TCP enters the data transfer phase where it
delivers data over each direction in the connection correctly and in sequence. TCP was
designed to operate over IP and does not assume that the underlying network service is
reliable. To implement reliability, TCP uses a form of Selective Repeat ARQ. When the
applications are done exchanging data, TCP enters the connection termination phase
where each direction of the connection is terminated independently, allowing data to
continue flowing in one direction after the other direction has been closed.

As indicated in Chapter 2, a TCP connection is uniquely identified by four param-
eters: the sender IP address and port number, and the destination IP address and port
number. An end system can therefore support multiple simultaneous TCP connections.
Typically the server is assigned a well-known port number and the client is assigned
an ephemeral port number that is selected from a pool of available numbers when the
connection is set up.

As shown in Figure 8.26, the application layer writes the data it needs to transmit
into a buffer. TCP does not preserve message boundaries and treats the data it gets from
the application layer as a byte stream. Thus when a source writes a 1000-byte message
in a single chunk (one write), the destination may receive the message in two chunks
of 500 bytes each (two reads), in three chunks of 400 bytes, 300 bytes and 300 bytes,
or in any other combination. In other words, TCP may split or combine the application
information and pack it into segments in the way it finds most appropriate for transfer
over the underlying network.

The TCP transmitter arranges a consecutive string of bytes into a segment. The
segment contains a header with address information that enables the network to direct
the segment to its destination application process. The segment contains a sequence
number that corresponds to the number of the first byte in the string that is being trans-
mitted. The segment also contains an Internet checksum. The TCP receiver performs
an error check on each segment it receives. If the segment is error-free and is not a
duplicate segment, the receiver inserts the bytes into the appropriate locations in the
receive buffer if the bytes fall within the receive window. The receiver will accept out-
of-order but error-free segments, so the receive buffer can have gaps where bytes have
not been received. The receiver keeps track of the oldest byte it has not yet received.
It sends the sequence number of this byte in the acknowledgments it sends back to the
transmitter. The receive window slides forward whenever the desired next oldest byte
is received. The TCP transmitter uses a time-out mechanism to trigger retransmissions

Application

byte stream

Application

ReceiverTransmitter

ACKs

Segments

Receive bufferSend buffer

byte stream

FIGURE 8.26 TCP preview.
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when a segment is not acknowledged within a certain time. The TCP transmitter send
window slides forward whenever the acknowledgments for pending bytes are received.

TCP was designed to deliver a connection-oriented service in the Internet environ-
ment, where different IP packets may traverse a different path from the same source
to the same destination and may therefore arrive out of order. Therefore, it is possible
for old segments from previous connections to arrive at a receiver, thus potentially
complicating the task of eliminating duplicate segments. TCP deals with this problem
by using long sequence numbers (32 bits) and by establishing randomly selected initial
sequence numbers during connection setup. At any given time the receiver is accepting
sequence numbers (bytes) from a much smaller window, so the likelihood of accepting
a very old message is very low. In addition, TCP enforces a time-out period at the end
of each connection to allow the network to clear old segments from the network.

TCP separates the flow control function from the acknowledgment function. The
flow control function is implemented through an advertised window field in the segment
header. Segments that travel in the reverse direction contain the advertised window size
that informs the transmitter of the number of bytes that can be currently accommodated
in the receiver buffers.

MAXIMUM SEGMENT LIFETIME, REINCARNATION,
AND THE Y2K BUG
The Y2K bug is the result of an ambiguity that arises from the limited precision
used in early computer programs to specify the calendar year. The use of only two
decimal digits to represent a year results in an ambiguity between the year 1900 and
the year 2000. Consequently, there were many concerns about unanticipated actions
that might have been taken by these programs when the year 2000 was reached. This
same problem is faced by millions of TCP processes every second of every day.

A TCP connection is identified by the source and destination port numbers and
by the IP address of the source and destination machines. During its lifetime, the
TCP connection will send some number of segments using the 32-bit byte sequence
numbering. Each segment is encapsulated in an IP packet and sent into the Internet.
It is possible for an IP packet to get trapped in a loop inside the network, typically
while the routing tables adapt to a link or router failure. Such a packet is called a
lost or wandering duplicate. In the meantime TCP at the sending side times out and
sends a retransmission of the segment that arrives promptly using the new route.
If the wandering duplicate subsequently arrives at the same connection, then the
segment will be recognized as a duplicate and be rejected. (This scenario assumes
that segments are not being sent so fast that the sequence numbers have not already
wrapped around.)

It is also possible for the TCP connection to end, even while one of its wan-
dering duplicates is still in the network. Suppose that a new TCP connection is
set up between the same two machines and with the same port numbers. The new
TCP connection is called an incarnation of the previous connection. TCP needs
to protect the new connection so that duplicates from previous connections are
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prevented from being accepted and interpreted by the new connection. For example,
the duplicate could be the command to terminate a connection. To deal with these
and other problems, we show in the next section that every implementation of TCP
assumes a certain value for the maximum segment lifetime (MSL), which is the
maximum time that an IP packet can live in the network.

8.5.2 TCP Protocol

We now discuss the structure of TCP segments and the setting up of a TCP connection,
the data transfer phase, and the closing of the connection. Detailed information about
TCP can be found in RFC 793 and RFC 1122.

TCP SEGMENT
Figure 8.27 shows the format of the TCP segment. The header consists of a 20-byte
fixed part plus a variable-size options field.

The description of each field in the TCP segment is given below. The term sender
refers to the host that sends the segment, and receiver refers to the host that receives
the segment.

Source port and destination port: The source and destination ports identify the
sending and receiving applications, respectively. Recall from Section 2.3.2 that
the pair of ports and IP addresses identify a process-to-process connection.

Sequence number: The 32-bit sequence number field identifies the position of the
first data byte of this segment in the sender’s byte stream during data transfer
(when SYN bit is not set). The sequence number wraps back to 0 after 232 − 1.
Note that TCP identifies the sequence number for each byte (rather than for each
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FIGURE 8.27 TCP segment.
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segment). For example, if the value of the sequence number is 100 and the data
area contains five bytes, then the next time this TCP module sends a segment, the
sequence number will be 105. If the SYN bit is set to 1 (during connection estab-
lishment), the sequence number indicates the initial sequence number (ISN)
to be used in the sender’s byte stream. The sequence number of the first byte
of data for this byte stream will be ISN + 1. It is important to note that a TCP
connection is full duplex so that each end point independently maintains its own
sequence number.

Acknowledgment number: This field identifies the sequence number of the next
data byte that the sender expects to receive if the ACK bit is set. This field also
indicates that the sender has successfully received all data up to but not including
this value. If the ACK bit is not set (during connection establishment), this field
is meaningless. Once a connection is established, the ACK bit must be set.

Header length: This field specifies the length of the TCP header in 32-bit words.
This information allows the receiver to know the beginning of the data area
because the options field is variable length.

Reserved: As the name implies, this field is reserved for future use and must be
set to 0.

URG: If this bit is set, the urgent pointer is valid (discussed shortly).
ACK: If this bit is set, the acknowledgment number is valid.
PSH: When this bit is set, it tells the receiving TCP module to pass the data to the

application immediately. Otherwise, the receiving TCP module may choose to
buffer the segment until enough data accumulates in its buffer.

RST: When this bit is set, it tells the receiving TCP module to abort the connection
because of some abnormal condition.

SYN: This bit requests a connection (discussed later).
FIN: When this bit is set, it tells the receiver that the sender does not have any

more data to send. The sender can still receive data from the other direction until
it receives a segment with the FIN bit set.

Window size: The window size field specifies the number of bytes the sender is
willing to accept. This field can be used to control the flow of data and congestion.

Checksum: This field detects errors on the TCP segment. The procedure is dis-
cussed below.

Urgent pointer: When the URG bit is set, the value in the urgent pointer field
added to that in the sequence number field points to the last byte of the “urgent
data” (data that needs immediate delivery). However, the first byte of the urgent
data is never explicitly defined. Because the receiver’s TCP module passes data
to the application in sequence, any data in the receiver’s buffer up to the last byte
of the urgent data may be considered urgent.

Options: The options field may be used to provide other functions that are not
covered by the header. If the length of the options field is not a multiple of
32 bits, extra padding bits will be added. The most important option is used by
the sender to indicate the maximum segment size (MSS) it can accept. This
option is specified during connection setup. Two other options that are negotiated
during connection setup are intended to deal with situations that involve large
delay-bandwidth products. The window scale option allows the use of a larger
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Destination IP address

TCP segment lengthProtocol � 60 0 0 0 0 0 0 0

0 8 16 31

Source IP address

FIGURE 8.28 TCP pseudoheader.

advertised window size. The window can be scaled upward by a factor of up to
214. Normally the maximum window size is 216 − 1 = 65,535. With scaling the
maximum advertised window size is 65,535 × 214 = 1,073,725,440 bytes. The
timestamp option is intended for high-speed connections where the sequence
numbers may wrap around during the lifetime of the connection. The timestamp
option allows the sender to include a timestamp in every segment. This timestamp
can also be used in the RTT calculation.

TCP CHECKSUM
The purpose of the TCP checksum field is to detect errors. The checksum computation
procedure is similar to that used to compute an IP checksum except for two features.
First, if the length of the segment is not a multiple of 16 bits, the segment will be padded
with zeros to make it a multiple of 16 bits. In doing so, the TCP length field is not
modified. Second, a pseudoheader (shown in Figure 8.28) is added to the beginning
of the segment when performing the checksum computation. The pseudoheader is
created by the source and destination hosts during the checksum computation and
is not transmitted. This mechanism ensures the receiver that the segment has indeed
reached the correct destination host and port and that the protocol type is TCP (which
is assigned the value 6). At the receiver the IP address information in the IP packet that
contained the segment is used in the checksum calculation.

CONNECTION ESTABLISHMENT
Before any host can send data, a connection must be established. TCP establishes
the connection using a three-way handshake procedure shown in Figure 8.29. The
handshakes are described in the following steps:

1. Host A sends a connection request to host B by setting the SYN bit. Host A also
registers its initial sequence number to use (Seq no = x).

2. Host B acknowledges the request by setting the ACK bit and indicating the next data
byte to receive (Ack no = x + 1). The “plus one” is needed because the SYN bit
consumes one sequence number. At the same time, host B also sends a request by
setting the SYN bit and registering its initial sequence number to use (Seq no = y).

3. Host A acknowledges the request from B by setting the ACK bit and confirming the
next data byte to receive (Ack no = y + 1). Note that the sequence number is set to
x + 1. On receipt at B the connection is established.
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SYN, Seq_no � x

Seq_no � x � 1, ACK, Ack_no � y � 1

SYN, Seq_no � y, ACK, Ack_no � x � 1

Host A Host B

FIGURE 8.29 Three-way handshake.

If during a connection establishment phase, one of the hosts decides to refuse a con-
nection request, it will send a reset segment by setting the RST bit. Each SYN message
can specify options such as maximum segment size, window scaling, and timestamps.

Because TCP segments can be delayed, lost, and duplicated, the initial sequence
number should be different each time a host requests a connection.6 The three-way
handshake procedure ensures that both endpoints agree on their initial sequence num-
bers. To see why the initial sequence number must be different, consider a case in
which a host can always use the same initial sequence number, say, n, as shown in
Figure 8.30. After a connection is established, a delayed segment from the previous
connection arrives. Host B accepts this segment, since the sequence number turns out
to be legal. If a segment from the current connection arrives later, it will be rejected
by host B, thinking that the segment is a duplicate. Thus host B cannot distinguish a
delayed segment from the new one. The result can be devastating if the delayed segment
says, for example, “Transfer 1 million dollars from my account.” You should verify that
if the initial sequence number is always unique, the delayed segment is very unlikely
to possess a legal sequence number and thus can be detected and discarded.

An example of the segments exchanged to carry out the TCP three-way handshake
was already presented in Chapter 5. Figure 8.31 shows the details of the second TCP seg-
ment in the three-way handshake. This segment has the ACK set to acknowledge the
receipt of the first SYN segment as well as the ACK sequence number 1839733356.
The segment also has SYN set to request the connection in the opposite direction with
initial sequence number 1877388864. Finally, the segment indicates a window size of
49152 bytes and it indicates that its maximum segment size is 1460 bytes as well.

6The specification recommends incrementing the initial sequence number by 1 every four microseconds.
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SYN, Seq_no � n

Seq_no � n � 1, ACK, Ack_no � n � 1

SYN, Seq_no � n,    ACK, Ack_no � n � 1

Host A Host B

Delayed segment with
Seq_no = n + 2

will be accepted

FIGURE 8.30 Justifying a three-way handshake: If a host
always uses the same initial sequence number, old segments
cannot be distinguished from the current ones.

FIGURE 8.31 Example of TCP segment.
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EXAMPLE A Client/Server Application

Let us revisit the connection establishment process depicted in Figure 8.29 in the context
of a client/server application that uses TCP service. Let the client reside in host A and
the server in host B. Figure 8.32 shows that the server must first carry out a passive
open to indicate to TCP that it is willing to accept connections. When using Berkeley
sockets, a passive open is performed by the calls socket, bind, listen, and accept.
Recall from Chapter 2 that the server must use its well-known port number so that the
client knows how to contact the server. When a client wishes to initiate a session, it
performs an active open. This step involves making a socket call (t1) that creates the
socket on the client side and then a connect call (t2) that initiates the TCP connection.
This action causes the client’s TCP module to initiate the three-way handshake shown
in Figure 8.29. When the server’s TCP receives the first SYN, it returns a segment
with an ACK and its own SYN. When the client’s TCP receives this segment, connect
returns (t3) and the client’s TCP sends an ACK. Upon receiving this ACK, accept
returns (t4) in the server, and the server is ready to read data. The client then issues a
write call (t5) to send a request message. Upon receipt of this segment by the TCP
module in the server, read returns (t6), and the request message is passed to the server.
Subsequently, the server sends a reply message.

SYN, Seq_no � x

Seq_no � x � 1, ACK, Ack_no � y � 1

Request message

Reply message

SYN, Seq_no � y, ACK, Ack_no � x � 1

Host A (client) Host B (server)

socket
connect (blocks)

connect returns

write
read (blocks)

read returns

socket
bind
listen
accept (blocks)

accept returns
read (blocks)

read returns

write
read (blocks)

t1
t2

t4

t6

t3

t5

FIGURE 8.32 Client /server application process actions and TCP.
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DATA TRANSFER
To provide a reliable delivery service to applications, TCP uses the Selective Repeat
ARQ protocol with positive acknowledgment implemented by a sliding-window mech-
anism. The difference here is that the window slides on a byte basis instead of on a
packet basis. TCP can also apply flow control over a connection by dynamically ad-
vertising the window size. Flow control is the process of regulating the traffic between
two points and is used to prevent the sender from overwhelming the receiver with too
much data.

Figure 8.33 illustrates an example of how a TCP entity can exert flow control.
Suppose that at time t0, the TCP module in host B advertised a window of size 2048 and
expected the next byte received to have a sequence number 2000. The advertised window
allows host A to transmit up to 2048 bytes of unacknowledged data. At time t1, host A
has only 1024 bytes to transmit, so it transmits all the data starting with the sequence
number 2000. The TCP entity also advertises a window of size 1024 bytes to host B, and
the next byte is expected to have a sequence number of 1. When the segment arrives,
host B chooses to delay the acknowledgment in the hope that the acknowledgment can
ride freely with the data. Meanwhile at time t2, A has another 1024 bytes of data and
transmits it. After the transmission, A’s sending window closes completely. It is not
allowed to transmit any more data until an acknowledgment comes back.

At time t3, host B has 128 bytes of data to transmit; it also wants to acknowledge the
first two segments of data from host A. Host B can simply piggyback the acknowledg-
ment (by specifying the acknowledgment number to be 4048) to the data segment. Also

Seq_no � 4048, Ack_no � 129, Win � 1024, Data � 4048–4559

Seq_no � 3024, Ack_no � 1, Win � 1024, Data � 3024–4047

Seq_no � 2000, Ack_no � 1, Win � 1024, Data � 2000–3023

Seq_no � 1, Ack_no � 4048, Win � 512, Data � 1–128

Seq_no � 1, Ack_no � 2000, Win � 2048, No Data t0

t3

t4

t1

t2

Host A Host B

FIGURE 8.33 TCP window flow control.
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at this time, host B finds out that it can allocate only 512 bytes of receive buffer space
for this connection because other connections are also competing for the precious mem-
ory. So it shrinks the advertised window from 2048 bytes to 512 bytes. When host A
receives the segment, the host changes its sending window to 512 bytes. If at time t4,
host A has 2048 bytes of data to transmit then it will transmit only 512 bytes. We see
that window advertisement dynamically controls the flow of data from the sender to
the receiver and prevents the receiver’s buffer from being overrun.

The previous discussion shows how TCP can delay transmission so that the ac-
knowledgments can be piggybacked to the data segment. Another use of delayed trans-
mission is to reduce bandwidth waste. Consider a login session in which a user types
one character at a time. When a character arrives from the application, the TCP module
sends the segment with one byte of data to the other end. The other end (login server)
needs to send an acknowledgment and then an echo character back to the client. Finally,
the client needs to send an acknowledgment of the echo character. Thus one character
generates four exchanges of IP packets between the client and the server with the fol-
lowing lengths: 41 bytes, 40 bytes, 41 bytes, and 40 bytes (assuming IP and TCP header
are 20 bytes each). In the WAN environment, this waste of bandwidth is usually not
justified.

A solution to reduce the waste was proposed by Nagle and is called the Nagle
algorithm. The idea works as follows. When an interactive application wants to send a
character, the TCP module transmits the data and waits for the acknowledgment from
the receiver. In the meantime, if the application generates more characters before the
acknowledgment arrives, TCP will not transmit the characters but buffer them instead.
When the acknowledgment eventually arrives, TCP transmits all the characters that
have been waiting in the buffer in a single segment.

In the LAN environment where delay is relatively small and bandwidth is plentiful,
the acknowledgment usually comes back before another character arrives from the
application. Thus the Nagle algorithm is essentially disabled. In the WAN environment
where acknowledgments can be delayed unpredictably, the algorithm is self-adjusting.
When delay is small, implying that the network is lightly loaded, only a few characters
are buffered before an acknowledgment arrives. In this case TCP has the luxury of
transmitting short segments. However, when delay is high, indicating that the network
is congested, many more characters will be buffered. Here, TCP has to transmit longer
segments and less frequently. In some cases the Nagle algorithm needs to be disabled
to ensure the interactivity of an application even at the cost of transmission efficiency.

Another problem that wastes network bandwidth occurs when the sender has a
large volume of data to transmit and the receiver can only deplete its receive buffer a
few bytes at a time. Sooner or later the receive buffer becomes full. When the receiving
application reads a few bytes from the receive buffer, the receiving TCP sends a small
advertisement window to the sender, which quickly transmits a small segment and fills
the receive buffer again. This process goes on and on with many small segments being
transmitted by the sender for a single application message. This problem is called the
silly window syndrome. It can be avoided by having the receiver not advertise the
window until the window size is at least as large as half of the receive buffer size, or
the maximum segment size. The sender side can cooperate by refraining from trans-
mitting small segments.
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EXAMPLE MSS and Bandwidth Efficiency

The value of the maximum segment size (MSS) affects the efficiency with which a
given transmisson link is used. To discuss the effect of MSS on bandwidth efficiency
consider Figure 8.34. Each TCP segment consists of a 20-byte TCP header followed
by the block of data. The segment in turn is encapsulated in an IP packet that includes
20 additional bytes of header. The MSS for a connection is the largest block of data a
segment is allowed to contain. TCP provides 16 bits to specify the MSS option, so the
maximum block of data that can be carried in a segment is 65,495 bytes; that is, 65,535
minus 20 bytes for the IP header and 20 bytes for the TCP header.

IP
header

TCP
header

20 bytes
of IP
header

20 bytes
of TCP
header

Data
FIGURE 8.34 Header overhead.

In TCP the default MSS is 536 bytes, and the corresponding IP packet is then
576 bytes long. In this case 40 bytes out of every 576 bytes, that is, 7 percent are
overhead. If instead, the MSS were 65,495 bytes, then the overhead would only be
0.06 percent. In practice, however, various networks impose limits on the size of the
blocks they can handle. For example, Ethernet limits the MSS to 1460.

EXAMPLE Sequence Number Wraparound and Timestamps

The original TCP specification assumed a maximum segment lifetime (MSL) of 2 min-
utes. Let’s see how long it takes to wrap around the sequence number space using cur-
rent high-speed transmission lines. The 32-bit sequence number wraps around when
232 = 4,294,967,296 bytes have been sent. Because TCP uses Selective Repeat ARQ,
the maximum allowable window size is 231 bytes. In a T-1 line the time required is
(232 × 8)/(1.544 × 106) = 6 hours. In a T-3 line (45 Mbps), the wraparound will occur
in 12 minutes. In an OC-48 line (2.4 Gbps), the wraparound will occur in 14 seconds!
Clearly, sequence number wraparound becomes an issue for TCP operating over very
high-speed links.
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When the timestamp option is in use, the sending TCP inserts a 32-bit timestamp
into a 4-byte field in the header of each segment it transmits. The receiving TCP echoes
the 32-bit timestamp it receives by inserting the timestamp into a 4-byte field in the
header of each ACK segment. By combining the 32-bit timestamp with the 32-bit
sequence number we obtain what amounts to a 64-bit sequence number to deal with
the wraparound problem. To be effective, the timestamp clock should tick forward at
least once every 231 bytes sent. This requirement places a lower bound on the clock
frequency. The clock should also not be too fast; it should not complete a cycle in
less than one MSL period. Clock frequencies in the range of one tick every 1 ms to
1 second meet these bound requirements. For example, a 1 ms clock period works for
transmission rates up to 8 terabits/second, and the timestamp clock wraps its sign bit
in 25 days [RFC 1323].

EXAMPLE Delay-Bandwidth Product and Advertised Window Size

Consider a link that has a round-trip time of 100 ms. The number of bytes in such a link
at a T-1 speed is 1.544 × 106 × .100/8 = 19,300 bytes. For a T-3 line (45 Mbps), the
number of bytes is 562,500 bytes, and for an OC-48 line it increases to 3 megabytes.
Suppose that a single TCP process needs to keep these links fully occupied transmitting
its information. Its advertised window must then be at least as large as the RTT ×
bandwidth product. We saw at the beginning of this section that the normal maximum
advertised window size is only 65,535, which is not enough for the T-3 and OC-48
lines. The window scale option, however, allows a window size of up to 65,535 × 214 =
1 gigabyte, which is enough to handle these cases.

TCP CONNECTION TERMINATION
TCP provides for a graceful close that involves the independent termination of each
direction of the connection. A termination is initiated when an application tells TCP
that it has no more data to send. The TCP entity completes transmission of its data
and, upon receiving acknowledgment from the receiver, issues a segment with the FIN
bit set. Upon receiving a FIN segment, a TCP entity informs its application that the
other entity has terminated its transmission of data. For example, in Figure 8.35 the
TCP entity in host A terminates its transmission first by issuing a FIN segment. Host B
sends an ACK segment to acknowledge receipt of the FIN segment from A. Note that
the FIN segment uses one byte, so the ACK is 5087 in the example.

After B receives the FIN segment, the direction of the flow from B to A is still open.
In the figure host B sends 150 bytes in one segment, followed later by a FIN segment.
Host A sends an acknowledgment. The TCP in host A then enters the TIME WAIT
state and starts the TIME WAIT timer with an initial value set to twice the maximum
segment lifetime (2MSL). The only valid segment that can arrive while host A is in the
TIME WAIT state is a retransmission of the FIN segment from host B (for example,
if host A’s ACK was lost, and host B’s retransmission time-out has expired). If such a
FIN segment arrives while host A is the TIME WAIT state, then the ACK segment is
retransmitted and the TIME WAIT timer is restarted at 2MSL. When the TIME WAIT
timer expires, host A closes the connection and then deletes the record of the connection.
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Data, seq. � 303, ACK � 5087

FIN, seq � 453, ACK � 5087

ACK � 5087

FIN, seq � 5086

ACK � 453

ACK � 454

Host A Host B

Deliver 150 bytes

FIGURE 8.35 TCP graceful
close: Host A sends a segment with
FIN bit set to close a session and
host B acknowledges receipt of the
FIN segment.

The TIME WAIT state serves a second purpose. The MSL is the maximum time
that a segment can live inside the network before it is discarded. The TIME WAIT state
protects future incarnations of the connection from delayed segments. The TIME WAIT
forces TCP to wait at least two MSLs before setting up an incarnation of the old
connection. The first MSL accounts for the maximum time a segment in one direction
can remain in the network, and the second MSL allows for the maximum time a reply
in the other direction can be in the network. Thus all segments from the old connection
will be cleared from the network at the end of the TIME WAIT state.

Figure 8.31 shows a packet capture of a graceful close in a Telnet example. Frames 6
and 7 close the connection from the client to the server. Frames 8 and 9 close the
connection from the server to the client.

SAYING GOODBYE IS HARD TO DO
Under normal conditions the TCP closing procedure consists of one or more trans-
missions of a final ACK from host A until a final ACK successfully reaches host B.
Host B then closes its TCP connection. Subsequently, host A closes its TCP con-
nection after the expiry of the TIME WAIT state. It is possible, however, that all
retransmitted FIN segments from host B can get lost in the network so that host A
closes its connection before host B receives the final ACK. Let’s see why this situ-
ation is unavoidable. Suppose we insisted that host A not close its connection until
it knew that host B had received the final ACK. How is host A supposed to know
this? By getting an ACK from B acknowledging A’s final ACK! But this scenario
is the same problem we started with, all over again, with hosts A and B exchanging
roles. Thus the sensible thing to do is for host B to retransmit its FIN some number
of times and then to quit without receiving the ACK from A.
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EXAMPLE Client/Server Application Revisited

Let us revisit the connection termination process depicted in Figure 8.35 in the context
of a client/server application. Once more let the client reside in host A and the server
in host B. The client initiates an active close by issuing a close call informing the
server that the TCP module in host A has no more data to send. The TCP module in
host A must still be prepared to receive data from server B. When the server is done
transmitting data, it issues the close call. This action causes the host B TCP module
to issue its FIN segment.

TCP provides for an abrupt connection termination through reset (RST) segments.
An RST segment is a segment with the RST bit set. If an application decides to terminate
the connection abruptly, it issues an ABORT command, which causes TCP to discard
any data that is queued for transmission and to send an RST segment. A TCP module
that receives the RST segment then notifies its application process that the connection
has been terminated.

RST segments are also sent when a TCP module receives a segment that is not
appropriate. For example, an RST segment is sent when a connection request arrives for
an application process that is not listening on the given port. Another example involves
half-open connections that arise from error conditions. For example, an application
in host A may crash. The TCP module in host B, unaware of the crash, may then
send a segment. Upon receiving this segment, the TCP module in host A sends an
RST segment, thus informing host B that the connection has been terminated.

TCP STATE TRANSITION DIAGRAM
A TCP connection goes through a series of states during its lifetime. Figure 8.36 shows
the state transition diagram. Each arrow indicates a state transition, and the associated
label indicates associated events and actions. Connection establishment begins in the
CLOSED state and proceeds to the ESTABLISHED state. Connection termination goes
from the ESTABLISHED state to the CLOSED state. The normal transitions for a client
are indicated by thick solid lines, and the normal transitions for a server are denoted by
dashed lines. Thus when a client does an active open, it goes from the CLOSED state,
to SYN SENT, and then to ESTABLISHED. The server carrying out a passive open
goes from the CLOSED state, to LISTEN, SYN RCVD, and then to ESTABLISHED.

The client normally initiates the termination of the connection by sending a FIN.
The associated state trajectory goes from the ESTABLISHED state, to FIN WAIT 1
while it waits for an ACK, to FIN WAIT 2 while it waits for the other side’s FIN, and
then to TIME WAIT after it sends the final ACK. When the TIME WAIT 2MSL period
expires, the connection is closed and the transmission control block that stores all the
TCP connection variables is deleted. Note that the state transition diagram does not
show all error conditions that may arise, especially in relation to the TIME WAIT
state. The server normally goes from the ESTABLISHED state to the CLOSE WAIT
state after it receives a FIN, to the LAST ACK when it sends its FIN, and finally to
CLOSE when it receives the final ACK. We explore other possible state trajectories in
the problem section at the end of the chapter.
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FIGURE 8.36 TCP state transition diagram. Note: The thick solid line is the normal state
trajectory for a client; the dashed line is the normal state trajectory for a server.

8.5.3 TCP Congestion Control

Recall from Chapter 5 that TCP uses a sliding window protocol for end-to-end flow
control. This protocol is implemented by having the receiver specify in its acknowl-
edgment (ACK) the amount of bytes it is willing to receive in the future, called the
advertised window. The advertised window ensures that the receiver’s buffer will never
overflow, since the sender cannot transmit data that exceeds the amount that is speci-
fied in the advertised window. Unfortunately, the advertised window does not prevent
the buffers in the intermediate routers from overflowing, hence the congestion situa-
tion. Because the IP layer does not implement a mechanism to control congestion, it
is up to the higher layer to detect congestion and take proper actions. It turns out that
TCP window mechanism can also be used to control congestion in the network.

If TCP senders are too aggressive by sending too many packets, the network will
eventually experience congestion. On the other hand, if TCP senders are too conserva-
tive, the network will be underutilized. The objective of TCP congestion control is to
have each sender transmit just the right amount of data to keep the network resources
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utilized but not overloaded. To achieve this objective, the TCP protocol defines another
window, called the congestion window, which specifies the maximum number of bytes
that a TCP sender is allowed to transmit with the assumption that congestion will not be
triggered with the given amount of data. The TCP congestion control algorithm at the
sender dynamically adjusts the congestion window according to the current condition
of the network. To avoid both network congestion and receiver buffer overflow, the
maximum amount of data that a TCP sender is actually allowed to transmit at any time
is the minimum of the advertised window and the congestion window. We will see that
TCP regulates the rate at which segments are transmitted into the network. The segments
in turn generate the IP packets that traverse the network.

The operation of the TCP congestion control algorithm may be divided into three
phases (the following discussion assumes that the source always has data to transmit).
The first phase is run when the algorithm begins a data transfer or when the algo-
rithm restarts after recovery from segment loss. The technique is called slow start
and is accomplished by first setting the congestion window to a small value (usually
one MSS). Each time the sender receives an ACK from the receiver, the sender in-
creases the congestion window by one segment (1 MSS). Therefore, after sending the
first segment, if the sender receives an ACK before a time-out, the sender increases
the congestion window to two segments. Later, if these two segments are acknowl-
edged, the congestion window increases to four segments, and so on. As shown in
Figure 8.37 the congestion window size grows exponentially during the slow-start
phase. The reason for the exponential increase is that slow start needs to fill the pipe as
quickly as possible to utilize network resources maximally. The name “slow start” is
perhaps a misnomer, since the algorithm ramps up very quickly.

After a certain point, it may be unwise to keep increasing the congestion window
exponentially, since overshoot could be significant. Specifically, the slow start phase
ends when the congestion window reaches or exceeds a certain value specified as the
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congestion threshold (which may be set initially to an arbitrarily high value). At this
point the congestion avoidance phase takes over. This phase assumes that the pipe
is approaching full utilization. It is thus wise for the algorithm to reduce the rate of
increase so that it will not overshoot the pipe capacity. Specifically, the algorithm
increases the congestion window linearly rather than exponentially during congestion
avoidance. This is realized by increasing the congestion window by one segment for
each round-trip time.

Obviously, the congestion window also cannot be increased indefinitely, since the
capacity of the network is finite. The congestion window stops increasing when TCP
detects that the network is congested. (We momentarily defer the discussion of how
congestion is detected.) The algorithm enters the third phase. Assuming that the current
congestion window correlates to the point where the pipe is full, TCP sets the congestion
threshold to one-half the current congestion window for probing the pipe next time.
Then the congestion window is set to one maximum-sized segment, and the algorithm
restarts, using the slow start technique.

Figure 8.37 illustrates the dynamics of the congestion window as time progresses.
Initially slow start kicks in and the sender transmits one segment. After the first round-
trip time, the sender transmits two additional segments. At the second round-trip time,
the sender transmits four additional segments, and so on until the congestion threshold
(set at 16 segments) is reached. Then congestion avoidance increases the window
linearly so that the sender can only increment one segment at each round-trip time.
When the congestion window is 20, a time-out occurs indicating that the network is
congested, and the congestion threshold is then set to 10 and the congestion window is
reset. The algorithm then resumes with slow start again.

Congestion in the network typically causes many segments to be dropped, resulting
in missing ACKs in the reverse direction. The TCP sender uses this fact and assumes that
congestion occurs in the network when an ACK does not arrive before the retransmission
timer expires. However, when only one segment is dropped, the TCP sender can recover
more quickly. The reason is that subsequent segments trigger the TCP receiver to
transmit duplicate ACKs, and these triggered ACKs usually arrive at the TCP sender
before the retransmission timer expires. When the TCP sender receives three duplicate
ACKs, it performs fast retransmit by immediately retransmitting the lost segment.
The sender then performs fast recovery by first setting the congestion threshold as
explained earlier. Then the congestion window is set to the congestion threshold plus
three MSSs to account for the additional three segments that have caused the duplicate
ACKs. The TCP sender then continues in the congestion avoidance phase.7

One basic assumption underlying TCP congestion control is that segment loss is
due to congestion rather than errors. This assumption is quite valid in a wired network
where the percentage of segment losses due to transmission errors is generally very
low (less than 10−6). However, it should be noted that this assumption might not be
valid in a wireless network where transmission errors can be relatively high. Interaction
between TCP congestion control and wireless link data link control is a topic of current
interest.

7See RFC 2581 for more details.
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In the estimation of RTT, an ambiguity exists when a segment is retransmitted
because the time-out has expired. When the acknowledgment eventually comes back,
do we associate it with the first segment or with the retransmitted segment? Karn
proposed ignoring the RTT when a segment is retransmitted because using the RTT
might corrupt the estimate. This idea is generally called Karn’s algorithm.

8.6 INTERNET ROUTING PROTOCOLS

The global Internet topology can be viewed as a collection of autonomous systems.
An autonomous system (AS) is loosely defined as a set of routers or networks that
are technically administered by a single organization such as a corporate network, a
campus network, or an ISP network. There are no restrictions that an AS should run
a single routing protocol within the AS. The only important requirement is that to the
outside world, an AS should present a consistent picture of which ASs are reachable
through it.

There are three categories of ASs:

1. Stub AS has only a single connection to the outside world. Stub AS is also called
single-homed AS.

2. Multihomed AS has multiple connections to the outside world but refuses to carry
transit traffic (traffic that originates and terminates in the outside world). Multi-
homed AS carries only local traffic (traffic that originates or terminates in that AS).

3. Transit AS has multiple connections to the outside world and can carry transit and
local traffic.

For the purpose of AS identification, an AS needs to be assigned a globally unique
AS number (ASN) that is represented by a 16-bit integer and thus is limited to about
65,000 numbers. We show later how ASNs are used in exterior (inter-AS) routing. Care
must be taken not to exhaust the AS space. As of this writing, the number of registered
ASs has exceeded ten thousand. Fortunately, a stub AS, which is the most common
type, does not need an ASN, since the associated prefixes are placed at the provider’s
routing table. On the other hand, a transit AS needs an ASN. At present, an organiza-
tion may request an ASN from ARIN in North America, RIPE in Europe, or APNIC
in Asia.

Routing protocols in the Internet are arranged in a hierarchy that involves two
types of protocols: Interior Gateway Protocol (IGP) and Exterior Gateway Protocol
(EGP). IGP is used for routers to communicate within an AS and relies on IP addresses
to construct paths. EGP is used for routers to communicate among different ASs and
relies on AS numbers to construct AS paths. In this section we cover two popular IGPs:
Routing Information Protocol and Open Shortest Path First. We will discuss the current
de facto standard for EGP, which is Border Gateway Protocol (BGP) version 4 (BGP-4).
As an analogy, IGP can be thought of as providing a map of a county detailing how to
reach each building (host /router), while EGP provides a map of a country, connecting
each county (AS).
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FIGURE 8.38 RIP message format.

8.6.1 Routing Information Protocol

Routing Information Protocol (RIP) is based on a program distributed in BSD8

UNIX called routed9 and uses the distance-vector algorithm discussed in Chapter 7.
RIP runs on top of UDP via a well-known UDP port number 520. The metric used
in the computation of shortest paths is typically configured to be the number of hops.
The maximum number of hops is limited to 15 because RIP is intended for use in local
area environments where the diameter of the network is usually quite small. The cost
value of 16 is reserved to represent infinity. This small number helps to combat the
count-to-infinity problem.

A router implementing RIP sends an update message to its neighbors every 30 sec-
onds nominally. To deal with changes in topology such as a link failure, a router expects
to receive an update message from each of its neighbors within 180 seconds in the worst
case. The reason for choosing a value greater than 30 seconds is that RIP uses UDP,
which is an unreliable protocol. Thus some update messages may get lost and never
reach the neighbors. If the router does not receive the update message from neighbor X
within this limit, it assumes that the direct link to X has failed and sets the corresponding
minimum cost to 16 (infinity). If the router later receives a valid minimum cost to X
from another neighbor, the router will replace infinity with the new minimum cost.

RIP uses split horizon with poisoned reverse to reduce routing loops.10 Convergence
is speeded up by requiring a router to implement triggered updates. However, a router
may want to randomly delay the triggered update messages to avoid loading the network
excessively.

The RIP message format is shown in Figure 8.38. The message consists of a
command field, a version field, 16 bits that must be set to zero, and a variable number

8BSD stands for Berkeley Software Distribution.
9Pronounced “route dee” for route daemon.
10Split horizon with poisoned reverse was discussed in Section 7.5.1.
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TABLE 8.4 RIP fields.

Field Description

Command The command field specifies the purpose of this message. Two values are currently
defined: a value of 1 requests the other system to send its routing information, and a
value of 2 indicates a response containing the routing information in the sender’s
routing table.

Version This field contains the protocol version. RIP-1 set this field to 1, and RIP-2 sets this to 2.
Address family This field is used to identify the type of address. Currently, only IP address is defined,
identifier and the value is 2 for IP.
IP address This field indicates the address of the destination, which can be a network or host

address.
Metric This field specifies the cost (number of hops) to the destination, which can range from

1 to 15. A value of 16 indicates that the destination is unreachable.

of routing information messages called RIP entries (up to 25 such entries). Fields that
are set to zero are not used and reserved as placeholders for future extensions. Each
RIP entry is 20 bytes long and consists of an address family identifier, an IP address, a
metric, and some fields that are set to zero. Table 8.4 lists the purpose of each field.

Although its simplicity is clearly an advantage, RIP also has some limitations,
including limited metric use and slow convergence. With the use of hop counts and a
small range of value (1 to 15) specified in the metric, the protocol cannot take account of
network load conditions. Furthermore, the protocol cannot differentiate between high-
bandwidth links and low ones. Although the split horizon helps speed up convergence,
the protocol may perform poorly under certain types of failures.

RIP-2 allows the RIP packet to carry more information (e.g., subnet mask, next hop,
and routing domain). RIP-2 also provides a simple authentication procedure. Unlike
RIP-1, RIP-2 can be used with CIDR. The complete specification is documented in
RFC 2453.

8.6.2 Open Shortest Path First

The Open Shortest Path First (OSPF) Protocol is an IGP protocol that was developed
to fix some of the deficiencies in RIP. Unlike RIP where each router learns from its
neighbors only the distance to each destination, OSPF enables each router to learn the
complete network topology. RFC 2328 describes the most recent version of OSPF.

Each OSPF router monitors the cost (called the link state) of the link to each of
its neighbors and then floods the link-state information to other routers in the network.
For this reason OSPF is often called a link-state protocol. The flooding of the link-state
information allows each router to build an identical link-state database (or topological
database) that describes the complete network topology.

At steady state the routers will have the same link-state database, and so they will
know how many routers are in the network, the interfaces and links between them, and
the cost associated with each link. The information in the link-state database allows a
router to build the shortest-path tree with the router as the root. The computation of
the shortest paths is usually performed by Dijkstra’s algorithm, although other routing
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FIGURE 8.39 OSPF areas.

algorithms can be equally applied. Because the link-state information provides richer
information than does distance-vector information, OSPF typically converges faster
than RIP when a failure occurs in the network.

Some of the features of OSPF include

• Calculation of multiple routes to a given destination, one for each IP type of service.11

This functionality provides an added flexibility that is not available in RIP.
• Support for variable-length subnetting by including the subnet mask in the routing

message.
• A more flexible link cost that can range from 1 to 65,535. The cost can be based on

any criteria.
• Distribution of traffic (load balancing) over multiple paths that have equal cost to the

destination. Equal-cost multipath (ECMP) is a simple form of traffic engineering.
• Authentication schemes to ensure that routers are exchanging information with trusted

neighbors.
• Multicast rather than broadcast of its messages to reduce the load on systems that do

not understand OSPF.
• Use of a designated router (and a backup designated router) on multiaccess networks

(where routers can talk directly to each other) to reduce the number of OSPF messages
that are exchanged. The designated router is elected by a Hello protocol.

To improve scalability, OSPF introduces a two-level hierarchy that allows an AS
to be partitioned into several groups called areas, that are interconnected by a central
backbone area as shown in Figure 8.39. An area is identified by a 32-bit number known

11The type of service field was discussed in Section 8.2.1.
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as the area ID. Continuing our previous analogy, an area can be thought of as a city
or town within a county (AS). The backbone area is identified with area ID 0.0.0.0.
The topology of an area is hidden from the rest of the AS in the sense that each router
in an area only knows the complete topology inside the area. This approach limits the
flooding traffic to an area, which makes the protocol more scalable. The information
from other areas is summarized by area border routers (ABRs) that have connections
to multiple areas. The concept of areas allows OSPF to provide a two-level hierarchy
where different areas can exchange packets through the backbone area.

Four types of routers are defined in OSPF. An internal router is a router with all
its links connected to the networks within the same area. An area border router is a
router that has its links connected to more than one area. A backbone router is a router
that has its links connected to the backbone. Finally, an autonomous system boundary
router (ASBR) is a router that has its links connected to another autonomous system.
ASBRs learn about routes outside the AS through an exterior gateway protocol such
as BGP. In Figure 8.39 routers 1, 2, and 7 are internal routers. Routers 3, 6, and 8
are area border routers. Routers 3, 4, 5, 6, and 8 are backbone routers. Router 4 is
an ASBR.

Two routers are said to be neighbors if they have an interface to a common network.
A Hello protocol allows neighbors to be discovered automatically. Neighbor routers are
said to become adjacent when they synchronize their topology databases through the
exchange of link-state information. Neighbors on point-to-point links become adjacent.
Neighbors on multiaccess networks become adjacent to designated routers as explained
below. The use of designated routers reduces the size of the topological database and
the network traffic generated by OSPF.

A multiaccess network is simply a set of routers that can communicate directly
with each other. (Think of a multiaccess network as a clique of friends.) In a broadcast
multiaccess network, the routers communicate with each other by using a broadcast
network such as a LAN. On the other hand, in nonbroadcast multiaccess (NBMA)
networks, the routers communicate through a nonbroadcast network, for example, a
packet-switched network such as ATM and frame relay. OSPF uses a designated router
(and a backup designated router) on multiaccess networks. (Think of the designated
router as the most popular member of the clique.) The number of OSPF messages that
are exchanged is reduced by having the designated router participate in the routing
algorithm on behalf of the entire multiaccess network; that is, the designated router
generates the link advertisements that list the routers that are attached to its multiaccess
network. (The most popular member will promptly give the rest of the clique the
lowdown on the network state.) The designated router is elected by the Hello protocol.

OSPF OPERATION
The OSPF protocol runs directly over IP, using IP protocol 89. The OSPF header
format is shown in Figure 8.40. Its fields are identified in Table 8.5. Each OSPF packet
consists of an OSPF common header followed by the body of a particular packet type.
There are five types of OSPF packets: hello, database description, link-state request,
link-state update, and link-state ACK. OSPF packets are sent to the multicast address
224.0.0.5, which is recognized as the AllSPFRouters address on point-to-point links
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FIGURE 8.40 OSPF common header precedes each OSPF packet.

and on broadcast multiaccess networks. OSPF packets need to be sent to specific
IP addresses in nonbroadcast multiaccess networks.

The OSPF operation consists of the following stages.

1. Neighbors are discovered through transmissions of Hello messages and designated
routers are elected in multiaccess networks.

2. Adjacencies are established and link-state databases are synchronized.
3. Link-state advertisements (LSAs) are exchanged by adjacent routers to allow topo-

logical databases to be maintained and to advertise interarea and interAS routes.
The routers use the information in the database to generate routing tables.

In the following discussion we indicate how the various OSPF packet types are
used during these stages.

Stage 1: Hello packets
OSPF sends Hello packets (type 1) to its neighbors periodically to discover, establish,
and maintain neighbor relationships. Hello packets are transmitted to each interface

TABLE 8.5 OSPF header fields.

Field Description

Version This field specifies the protocol version. The most current version is 2.
Type The type field specifies the type of OSPF packet. The following types are defined:

hello, database description, link-state request, link-state update, link-state
acknowledgments.

Packet Length This field specifies the length of OSPF packet in bytes, including the
OSPF header.

Router ID This field identifies the sending router. This field is typically set to the IP address
of one of its interfaces.

Area ID This field identifies the area this packet belongs to. The area ID of 0.0.0.0 is
reserved for backbone.

Checksum The checksum field is used to detect errors in the packet.
Authentication type The combination of these fields can be used to authenticate OSPF packets.
and authentication
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FIGURE 8.41 OSPF Hello packet format.

periodically, typically every 10 seconds. The format of the body of the Hello packet
is shown in Figure 8.41, its fields are identified in Table 8.6. Each router broadcasts a
Hello packet periodically onto its network. When a router receives a Hello packet, it
replies with a Hello packet containing the router ID of each neighbor it has seen. When
a router receives a Hello packet containing its router ID in one of the neighbor fields, the
router is assured that communication to the sender is bidirectional. Designated routers
are elected in each multiaccess network after neighbor discovery. The election is based
on the highest value of the priority and ID fields.

Stage 2: Establishing adjacencies and synchronizing databases
OSPF involves establishing “adjacencies” between a subset of the routers in AS.
Only routers that establish adjacencies participate in the operation of OSPF. Once two
neighboring routers establish the connectivity between them, they exchange database

TABLE 8.6 Hello packet fields.

Field Description

Network mask The network mask is associated with the interface the packet is sent on.
Hello interval This field specifies the number of seconds between Hello packets.
Options Optional capabilities that are supported by the router.
Priority This field specifies the priority of the router. It is used to elect the (backup)

designated router. If set to 0, this router is ineligible to be a (backup) designated
router.

Dead interval This field specifies the number of seconds before declaring a nonresponding
neighbor down.

Designated router This field identifies the designated router for this network. This field is set to
0.0.0.0 if there is no designated router.

Backup designated Same as designated router.
router
Neighbor This field gives the router ID of each neighbor from whom Hello packets have

recently been received.
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FIGURE 8.42 OSPF database description packet.

description packets (type 2) to synchronize their link-state databases. One router acts
as a master and the other as a slave. Multiple packets may be used to describe the link-
state database. The format of the database description packet is shown in Figure 8.42.
Table 8.7 lists the fields. Note that the database description packet may contain mul-
tiple LSA headers. The routers send only their LSA headers instead of sending their
entire database. The neighbor can then request the LSAs that it does not have. The
synchronization of the link-state databases of all OSPF routers in an area is essential
to synthesizing routers that are correct and free of loops.

The format of the LSA header is shown in Figure 8.43. Its corresponding fields are
listed in Table 8.8. There are several link-state types. The router link advertisement is
generated by all OSPF routers, and it gives the state of router links within the area. This
information is flooded within the area only. The network link advertisement is generated
by the designated router, lists the routers connected to the broadcast or NBMA network,
and is flooded within the area only. The summary link advertisement is generated by

TABLE 8.7 OSPF database description packet fields.

Field Description

Interface MTU This field specifies the maximum transmission unit of the associated interface.
Options Optional capabilities that are supported by the router.
I bit The Init bit is set to 1 if this packet is the first packet in the sequence of database

description packets.
M bit The More bit is set to 1 if more database description packets follow.
MS bit The Master/Slave bit indicates that the router is the master. Otherwise, it is the

slave. The router with the highest router ID is the master.
Database description This field identifies the packet number sequentially so that the receiver can
sequence number detect a missing packet. The master sets the sequence number.
LSA header The link state advertisement (LSA) header describes the state of the router or

network. Each LSA header contains enough information to uniquely identify
an entry in the LSA (type, ID, and advertising router).
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FIGURE 8.43 LSA header.

area border routers; it gives routes to destinations in other areas and routes to ASBRs.
Finally, the AS external link advertisement is generated by ASBRs, describes routes to
destinations outside the OSPF network, and is flooded in all areas in the OSPF network.

Stage 3: Propagation of link-state information and building of routing tables
When a router wants to update parts of its link-state database, it sends a link-state
request packet (type 3) to its neighbor listing the LSAs it needs. The format of this
message is shown in Figure 8.44. Each LSA request is specified by the link-state
type, link-state ID, and the advertising router. These three fields are repeated for
each link.

In response to a link-state request or when a router finds that its link state has
changed, the router will send the new link-state information, using the link-state update
message (type 4). The contents of the link-state update message are composed of LSAs,
as shown in Figure 8.45.

OSPF uses reliable flooding to ensure that LSAs are updated correctly. Suppose that
a router’s local state has changed, so the router wishes to update its LSA. The router
then issues a link-state update packet that invokes the reliable flooding procedure.

TABLE 8.8 LSA header fields.

Field Description

Link-state age This field describes how long ago the LSA was originated.
Options Optional capabilities that are supported by the router.
Link-state type This field specifies the type of the LSA. The possible types are: router, network,

summary (for IP networks), summary (for ASB routers), and AS-external.
In a network of routers connected by point-to-point links, OSPF uses only
router LSAs.

Link-state ID This field identifies the piece of the routing domain that is being described by
the LSA. The contents of this field depend on the link-state type.

Advertising router This field identifies the router ID of the router that originated the LSA.
Link-state sequence This field numbers the LSAs sequentially and can be used to detect old or
number duplicate LSAs.
Link-state checksum The checksum includes the entire contents of the LSA except the link-state age.
Length This field specifies the length in bytes of the LSA including this header.
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FIGURE 8.44 OSPF link-state request packet.

Upon receiving such a packet, a neighbor router examines the LSAs in the update.
The neighbor installs each LSA in the packet update that is more recent than the
corresponding LSA already in its database and then sends an LSA acknowledgment
packet back to the router. These ACK packets consist of a list of LSA headers. The
neighbor also prepares a new link-state update packet that contains the LSA and floods
the packet on all interfaces other than the one in which the LSA arrived. All routers
eventually receive the update LSA. When the link-state database is updated, the router
needs to recompute the shortest path algorithm and modify the routing table according
to the updated information. A router retransmits an LSA that has been sent to a neighbor
periodically until receiving corresponding acknowledgment from the neighbor.

OSPF requires that all originators of LSAs refresh their LSAs every 30 minutes.
This practice protects against accidental corruption of the router database.

Figure 8.46 shows a sequence of OSPF packet exchanges: Hello Packets, followed
by link-state update packets, and then link-state acknowledgment packets. The middle
pane shows the details of frame 11, which contains a link-state update packet. It can be
seen that the packet carries five LSAs: the first two are summary link advertisements
giving routes to other areas, and the latter three are AS external link advertisements
describing routes to destinations outside the OSPF network. The middle pane also
shows all the fields of the first summary LSA, which, in particular, describes a route to
network 172.16.16.0 with network mask 255.255.255.0 and metric 64.

0 31

Number of LSAs

LSA 1

LSA n

…

FIGURE 8.45 OSPF link-state update packet.
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FIGURE 8.46 Example of an OSPF link state update packet.

ROUTING HIERARCHY AND INTERNET SCALABILITY
The Internet is a vast collection of networks that are logically linked by a globally
unique address space and that provide communications using the TCP/IP protocol
suite. Routing protocols are responsible for determining connectivity in the Internet
and for generating the routing tables that direct packets to their destinations. In
principle, the routing protocols must provide connectivity between every pair of
routers in the Internet. This requirement poses a huge scalability challenge with the
explosive growth of the Internet. The Autonomous System structure introduces a
two-level hierarchy that decomposes the problem of determining Internet connectiv-
ity into two parts: routing within an AS (intradomain routing) and routing between
ASs (interdomain routing).

At the lower level in the hierarchy, intradomain routing is handled by interior
gateway protocols that identify optimal paths within an AS. However, ASs may vary
greatly in size; an AS can consist of a campus network such as a university or a large
transit network such as a national ISP. The problem of scale arises again in a large
AS because the IGP must deal with all routers in the AS. To deal with routing in
a large AS. OSPF introduces another level of hierarchy within the AS through the
notion of areas. The IGP must then deal only with the routers inside an area.
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At the higher level, the introduction of hierarchy also results in the problem
of determining connectivity between ASs. Exterior gateway protocols such as
BGP address this problem. BGP allows interdomain routers to advertise information
about how to reach various networks in the Internet. Furthermore we will see that
CIDR addressing allows BGP routers to advertise aggregated paths that reduce the
amount of global routing information that needs to be exchanged.

8.6.3 Border Gateway Protocol

The purpose of an exterior gateway protocol is to enable two different ASs to exchange
routing information so that IP traffic can flow across the AS border. Because each
AS has its own administrative control, the focus of EGPs is more on policy issues
(regarding the type of information that can cross a border) than on path optimality. The
Border Gateway Protocol (BGP) is an interAS (or interdomain) routing protocol that
is used to exchange network reachability information among BGP routers (also called
BGP speakers).

First consider the example with the three autonomous systems shown in Figure 8.47.
Suppose that AS3 wants to advertise to other ASs that network N1 can be reached
through it. A BGP border router (R4) in AS3 would advertise this information to a
neighboring BGP border router (R3). R3 examines this information and applies its
policies to decide whether it wants to forward its packets to N1 via R4, and if so the
routing table in R3 is updated to indicate R4 as the next hop for destination N1.

Now suppose that AS2 is also willing to carry transit packets from other ASs to
network N1 in AS3. Consider how AS2 can disseminate the reachability of N1 to
other ASs. In particular suppose that AS2 wishes to advertise network reachability
information to AS1 using BGP border router R2. (Assume that AS2 has a means to
convey to R2 BGP route information received at its other BGP border routers.) R2 sends
a message to R1 that states that network N1 is reachable through AS2 and includes a set
of attributes of the advertised route to N1. These attributes may include: the sequence
of ASs that are traversed to reach N1, that is (AS2, AS3); the next hop router address; a
list of metrics that indicate degrees of preference for the route; and origin information

R1 R4

R2 R3

AS2

AS1 AS3

N1

FIGURE 8.47 Interdomain routing
with BGP.
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indicating how the route was created at the source AS. The route attribute information
provided by BGP allows policies to be enforced. Examples of policies are: “never use
AS X”; “never use AS X to get to a destination in Y”; and “never use AS X and AS Y
in the same path.” We are now ready to discuss the operation of BGP.

Each BGP speaker establishes a TCP connection with one or more BGP speakers.
In each TCP connection, a pair of BGP speakers exchange BGP messages to set up
a BGP session, to exchange information about new routes that have become active or
about old routes that have become inactive, and to report error conditions that lead to
a termination of the TCP connection. A BGP speaker will advertise a route only if it
is actively using the route to reach a particular CIDR prefix. The BGP advertisement
also provides attributes about the path associated with the particular prefix.

The network reachability information that is exchanged by BGP speakers contains
a sequence of ASs that packets must traverse to reach a destination network, or group
of networks reachable through a certain prefix. The reachability information allows
a BGP router to construct a graph of AS connectivity from its AS to other ASs with
routing loops pruned (e.g., see Figure 8.48).

BGP is a path vector protocol in the sense that BGP advertises the sequence of
AS numbers to the destination. An example of a path vector is route 10.10.1.0/24 is
reachable via AS1, AS2, AS6, and AS7. Path vector information can easily be used to
prevent a routing loop. When a router receives a path advertisement, the router ensures
that its AS number does not appear in the path. If it does appear, the router can simply
not use that path.

BGP can enforce policy by influencing the selection of different paths to a desti-
nation and by controlling the redistribution of routing information. The BGP routing
process begins with the application of import policies to accept, deny or set preferences
on the route advertisements received from neighbors. Next the best routes are selected
and the routing tables are set. Finally export policies are applied to determine which
routes should be advertised to neighbors. Import policies can be used to filter out route
information from sources that are considered unreliable. For example, an ISP may not
consider all the routing information that it receives from a customer to be reliable. By
preventing routes from being advertised, export policies can be used to reject traffic
from certain ASs. For example, an ISP may have agreements to carry transit traffic
from certain ISPs and not from others.

AS1

AS2

AS6

AS5AS3

AS4

AS7

FIGURE 8.48 A graph of AS
connectivity from AS1 to other ASs.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


8.6 Internet Routing Protocols 633

Two BGP speakers exchanging information on a connection are called peers or
neighbors. BGP peers run over TCP on port 179 to exchange messages so that reliability
is ensured. Using TCP to provide reliable service simplifies the protocol significantly,
since complicated timer management is avoided. Using TCP also allows the protocol
to update its routing table incrementally with high confidence.

Initially, BGP peers exchange the entire BGP routing table. Only incremental up-
dates are sent subsequently, instead of periodic refreshes such as in OSPF or RIP. The
incremental update approach is advantageous in terms of bandwidth usage and process-
ing overhead. Keepalive messages are sent periodically to ensure that the connection
between the BGP peers is alive and to detect a bad connection. These messages are
typically sent every 30 seconds and, being only 19 bytes long, should consume minimal
bandwidth. Notification messages are sent in response to errors or some exceptions.

Although BGP peers are primarily intended for communications between different
ASs, they can also be used within an AS. BGP connections inside an AS are called
internal BGP (iBPG), and BGP connections between different ASs are called external
BGP (eBGP), as shown in Figure 8.49. Although eBGP peers are directly connected
at the link layer, iBGP peers are typically not. The purpose of iBGP is to ensure that
network reachability information is consistent among the BGP routers in the same AS.
For example, in Figure 8.47 if the next-hop external route from R2 to AS1 is via R1,
then the next-hop external route from R3 to AS1 is also via R1. A router can easily
determine whether to run iBGP or eBGP by comparing the ASN of the other router
with its ASN. All iBGP peers must be fully meshed logically so that all eBGP routes
are consistent within an AS. As shown in Figure 8.49, an iBGP mesh may create too
many TCP sessions. The connectivity required by iBGP mesh can be reduced through
methods called confederation and route reflection.

BGP4 and CIDR have played a key role in enabling the Internet to scale to its
current size. Large ISPs use path aggregation in their BGP advertisements to other
ASs. An ISP can use CIDR to aggregate the addresses of many customers into a single
advertisement, and thus reduce the amount of information required to provide routing
to the customers. The ISP obtains the aggregate by filtering the set of paths so that only
aggregates are advertised and more specific paths are not advertised.

BGP MESSAGES
All BGP messages begin with a fixed-size header that identifies the message type.
Figure 8.50 shows the BGP message header format.

R
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R

R

R

R

R

eBGP

eBGP

eBGP

eBGP

iBGP

iBGP

iBGP iBGP

iBGP

iBGP

FIGURE 8.49 eBGP and iBGP.
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FIGURE 8.50 BGP header format.

A description of each field follows.

Marker: The marker field authenticates incoming BGP messages or detects loss of
synchronization between a pair of BGP peers. If the message is an OPEN mes-
sage, the marker field can be predicted based on some authentication mechanism
used, which is likely to be Message-Digest Algorithm version 5 (MD-5). If the
OPEN message carries no authentication, the marker field must be set to all 1s.

Length: This field indicates the total length of the message in octets, including the
BGP header. The value of the length field must be between 19 and 4096.

Type: This field indicates the type of the message. BGP defines four message types:
1. OPEN
2. UPDATE
3. NOTIFICATION
4. KEEPALIVE

Each message type is discussed in the following four sections.

OPEN message
The first message sent by a BGP router after the TCP connection is established is the
OPEN message. Figure 8.51 shows the format of the OPEN message.

0 8 16 24 31

Marker

Length Type: OPEN Version

My autonomous system Hold time

BGP identifier

Optional parameters length
Optional parameters

FIGURE 8.51 BGP OPEN message.
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A description of each field follows.

Version: This field indicates the protocol version number of the message. The
current BGP version number is 4.

My autonomous system: This field indicates the AS number of the sending router.
Hold time: This field is used by the sender to propose the number of seconds

between the transmission of successive KEEPALIVE messages. The receiving
router calculates the value of the Hold Time by using the smaller of its configured
hold time and the hold time received in the OPEN message. A hold time value
of zero indicates that KEEPALIVE messages will not be exchanged at all.

BGP identifier: This field identifies the sending BGP router. The value is deter-
mined by one of the IP local interface addresses of the BGP router and is used
for all BGP peers regardless of the interface used to transmit the BPG messages.
Some implementations use the highest IP address in the router or the address of
the “virtual software interface.”

Optional parameters length: This field indicates the total length of the optional
parameters field in octets. This field is set to zero if there is no optional parameter.

Optional parameters: This field contains a list of optional parameters, encoded in
TLV (that is, parameter type, parameter length, parameter value) structure. Cur-
rently, only authentication information (defined as parameter type 1) is defined.
The parameter value contains an authentication code field (one octet) followed
by an authentication data field, which is variable length. The authentication code
specifies the type of authentication mechanism used, the form and meaning of
the authentication data, and the algorithm used for computing the value of the
marker.

KEEPALIVE message
BGP speakers continuously monitor the reachability of the peers by exchanging the
KEEPALIVE messages periodically. The KEEPALIVE message is just the BGP header
with the type field set to 4 (see Figure 8.52). The KEEPALIVE messages are exchanged
often enough to prevent the hold timer from expiring. A recommended time between
successive KEEPALIVE messages is one-third of the hold time interval. This value
ensures that KEEPALIVE messages arrive at the receiving router almost always before
the hold timer expires even if the transmission delay of a TCP is variable. If the hold
time is zero, then KEEPALIVE messages will not be sent.

0 16 24 31

Marker

Length Type: KEEPALIVE

FIGURE 8.52 KEEPALIVE message format.
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FIGURE 8.53 NOTIFICATION message format.

NOTIFICATION message
When a BGP speaker detects an error or an exception, the speaker sends a NOTIFICA-
TION message and then closes the TCP connection. Figure 8.53 shows the NOTIFI-
CATION message format. The error code indicates the type of error condition, while
the error subcode provides more specific information about the nature of the error. The
data field describes the reason for the notification, whose length can be deduced from
the message length. The error codes and error subcodes are defined in Table 8.9.

UPDATE message
After the connection is established, BGP peers exchange routing information by us-
ing the UPDATE messages. The UPDATE messages are used to construct a graph of
AS connectivity. As shown in Figure 8.54, an UPDATE message may contain three
pieces of information: unfeasible routes, path attributes, and network layer reachability

TABLE 8.9 BGP error codes and subcodes.

Code Description (with subcodes where present)

1 Message header error
1 Connection Not Synchronized 3 Bad Message Type
2 Bad Message Length

2 OPEN message error
1 Unsupported Version Number 4 Unsupported Optional Parameter
2 Bad Peer AS 5 Authentication Failure
3 Bad BGP Identifier 6 Unacceptable Hold Time

3 UPDATE message error
1 Malformed Attribute List 7 AS Routing Loop
2 Unrecognized Well-known Attribute 8 Invalid NEXT HOP Attribute
3 Missing Well-known Attribute 9 Optional Attribute Error
4 Attribute Flags Error 10 Invalid Attribute Error
5 Attribute Length Error 11 Malformed AS PATH
6 Invalid Origin Attribute

4 Hold timer expired
5 Finite state machine error
6 Cease
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Path attributes (variable)

Total path attribute length (two octets)

Withdrawn routes (variable)

Unfeasible routes length (two octets)
FIGURE 8.54 UPDATE message.

information (NLRI). The figure shows the big picture of the body of the UPDATE mes-
sage. An UPDATE message can advertise a single route and/or withdraw a list of routes.

The withdrawn routes field provides a list of IP address prefixes for the routes that
need to be withdrawn from BGP routing tables. Each IP address prefix is encoded by
a 2-tuple of the form 〈length, prefix〉. The length field (one octet long) indicates the
length in bits of the IP address prefix. A length of zero indicates a prefix that matches
all the IP address. The prefix field contains the IP address prefix possibly followed by
padding bits so that the length is a multiple of 8 bits.

The unfeasible routes length field (two octets) indicates the total length of the with-
drawn routes field in octets. An UPDATE message can withdraw multiple unfeasible
routes from service. If a BGP router does not intend to withdraw any routes, then the
unfeasible routes length field is set to zero and the withdrawn routes field is not present.

A BGP router uses the NLRI along with the total path attributes length and the
path attributes to advertise a route as shown in Figure 8.54. The NLRI field contains
a list of IP address prefixes that can be reached by the route. The NLRI is encoded as
one or more 2-tuples of the form 〈length, prefix〉. The length of the NLRI field is not
encoded explicitly, but is deduced from the message length, total path attribute length,
and unfeasible routes length. Path attributes describe the characteristics of the route and
are used to affect routing behavior. If the NLRI field is present, the total path attribute
length field indicates the total length of the path attributes field in octets. Otherwise,
this field is set to zero, meaning that no route is being advertised.

An UPDATE message has a variable-length sequence of path attributes. Each path
attribute is a triple 〈attribute type, attribute length, attribute value〉, as shown in Fig-
ure 8.55. Figure 8.56 displays the format of the attribute type, consisting of attribute
flags (one octet) and attribute type code (one octet). The O bit (higher-order bit) indicates
whether the attribute is optional (O = 1) or well-known (required). The T bit indicates
whether the attribute is transitive or nontransitive (local). Well-known attributes are
always transitive. The P bit indicates whether the information in the optional transitive
attribute is partial (P = 1) or complete. The E bit indicates whether the attribute length
is one octet (E = 0) or two octets.

Some explanation on path attributes is in order. There are four categories of path
attributes: well-known mandatory, well-known discretionary, optional transitive, and
optional nontransitive. Well-known attributes must be recognized by all BGP speakers,
and well-known mandatory attributes must be sent in any UPDATE message. On the

Attribute type Attribute length Attribute value Attribute type codeE 0O T P

FIGURE 8.55 Format of each attribute. FIGURE 8.56 Attribute type.
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other hand, optional attributes may not be recognized by a BGP speaker. Paths with
unrecognized transitive optional attributes should be accepted and passed to other
BGP peers with the P bit set to 1. Paths with unrecognized nontransitive optional
attributes must be silently rejected.

The attribute type code field contains the attribute code. The attribute codes that
are defined in the standards follow.

ORIGIN (type code 1): The ORIGIN attribute is a well-known mandatory attribute
that defines the origin of the NLRI. The attribute value (one octet) can have one
of three values. A value of 0 (for IGP) indicates that the NLRI is interior to
the originating AS, for example, when IGP routes are redistributed to EGP. A
value of 1 (for EGP) indicates that NLRI is learned via BGP. A value of 2
(for INCOMPLETE) indicates that NLRI is learned by some other means. This
usually occurs when a static route is distributed to BGP and the origin of the
route will be incomplete.

AS PATH (type code 2): The AS PATH attribute is a well-known mandatory
attribute that lists the sequence of ASs that the route has traversed to reach the
destination. When a BGP speaker originates the route, the speaker adds its own
AS number when sending the route to its external peers. When a BGP speaker
propagates a route that it has learned from another BGP speaker, the propagating
speaker prepends its own AS number to the AS PATH list. BGP uses the AS
PATH attribute to detect a potential loop. If the AS number of the BGP speaker
is already contained in the list of AS numbers that the route has already been
through, then the route should be rejected. When a customer uses a private
AS number (64512-65535), the provider must make sure to strip the private
AS number from the AS PATH list, since these numbers are not globally unique.

NEXT HOP (type code 3): The NEXT HOP attribute is a well-known mandatory
attribute that defines the IP address of the border router that should be used as the
next hop to the destinations listed in the NLRI. Figure 8.57 clarifies the meaning
of next hop. For eBGP the next hop is the IP address of the BGP peer. For example,
R4 advertises 10.1.2.0/24 to R3 with a next hop of 10.10.1.2. For iBGP the next
hop advertised by eBGP should be carried into iBGP. For example, R3 should
also advertise 10.1.2.0/24 to R2 with a next hop of 10.10.1.2. To work properly,
R2 should be able to reach 10.10.1.2 via IGP. This is done through recursive
route lookup. For example, the IP routing table at R2 would indicate that the
next hop for destination 10.1.2.0/24 is 10.10.1.2. Another lookup to 10.10.1.2
indicates that the next hop is 10.10.4.1. R2 can then send packets destined to
10.1.2.0/24 directly through R1, which will forward to R3, and so on.

MULTI EXIT DISC (type code 4): The MULTI EXIT DISC (MED) attribute is
an optional nontransitive attribute that is used to discriminate among multiple
entry/exit points to a neighboring AS and give a hint to the neighboring AS about
the preferred path. The MED field is encoded in a four-octet unsigned integer.
An exit or entry point with lower MED value should be preferred. The value can
be derived from the IGP metric. The MED attribute received is never propagated
to other ASs (i.e., it is nontransitive). Figure 8.58 illustrates the use of the MED
attribute. In this example, R2 and R3 advertise the same route (10.1.1.0/24) to
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FIGURE 8.57 BGP NEXT HOP.

R1. R2 uses a MED value of 100, while R3 uses a MED value of 200. It is a
hint that AS2 prefers AS1 to use the route via R2 for this case. The usage of
the MED attribute becomes complicated when another AS advertises the same
route, since the IGP metrics used by different ASs can be different. In such a
case comparing a MED value used by one AS with another MED value used by
another AS makes no sense.

LOCAL PREF (type code 5): The LOCAL PREF attribute is a well-known dis-
cretionary attribute that informs other BGP speakers within the same AS of its
degree of preference for an advertised route. The LOCAL PREF attribute is ex-
changed only among the iBGP peers and should not be exchanged by the eBGP
peers. The attribute that indicates the degree of preference for the exit points
is encoded in a four-octet unsigned integer. A higher value indicates a higher
preference.

ATOMIC AGGREGATE (type code 6): The ATOMIC AGGREGATE attribute
is a well-known discretionary attribute that informs other BGP speakers that it
selected a less specific route without selecting a more specific one that is included

AS1 AS2

10.1.1.0 �24
with MED = 100

10.1.1.0 �24
with MED = 200

R2

R1

R3

FIGURE 8.58 Example of the MED
attribute.
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FIGURE 8.59 Example of BGP packet exchange and update message.

in it. The attribute length for ATOMIC AGGREGATE is zero (no attribute
value). A BGP speaker that receives a route with the ATOMIC AGGREGATE
attribute should not remove the attribute when propagating it to other speakers.
Also, the BGP speaker should not make the route more specific when advertising
this route to other BGP speakers.

AGGREGATOR (type code 7): The AGGREGATOR attribute is an optional tran-
sitive attribute that specifies the last AS number that formed the aggregate route
(encoded in two octets) followed by the IP address of the BGP speaker that
formed the aggregate route (encoded in four octets).

Figure 8.59 contains a series of BGP packet exchanges between two BGP speak-
ers. The middle pane describes the fields in a BGP update message for the path to
prefix 10.0.0.0/8. The message indicates that the next hop router for this destination is
192.168.0.33.

8.7 MULTICAST ROUTING

The routing mechanisms discussed so far assume that a given source transmits its
packets to a single destination. For some applications such as teleconferencing, a source
may want to send packets to multiple destinations simultaneously. This requirement
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FIGURE 8.60 Multicast tree rooted
at source S.

calls for another type of routing called multicast routing as illustrated in Figure 8.60. In
the figure, source S wants to transmit to destinations with multicast group G1. Although
the source can send each copy of the packet separately to each destination by using
conventional unicast routing, a more efficient method would be to minimize the number
of copies. For example, when router 1 receives a packet from the source, router 1 copies
the packet to routers 2 and 5 simultaneously. Upon receipt of these packets, router 2
forwards the packet to its local network, and router 5 copies the packet to routers 7
and 8. The packet will eventually be received by each intended destination.

With multicast routing, each packet is transmitted once per link. If unicast routing
is used instead, the link between the source and router 1 will carry four copies for each
packet transmitted. In general, the bandwidth saving with multicast routing becomes
more substantial as the number of destinations increases.

There are many ways to generate a multicast tree. One approach that is used
in multicast backbone (MBONE) is called reverse-path multicasting. MBONE is
basically an overlay packet network on the Internet supporting routing of IP multicast
packets (with Class D addresses).

8.7.1 Reverse-Path Broadcasting

The easiest way to understand reverse-path multicasting is by first considering a simpler
approach called reverse-path broadcasting (RPB). RPB uses the fact that the set of
shortest paths to a node forms a tree that spans the network. Assuming that each router
already knows the current shortest path to a given destination, the operation of RPB is
very simple:

• Upon receipt of a multicast packet, a router first records the source address of the
packet and the port the packet arrives on.

• If the shortest path from the router back to the source is through the port the packet
arrived on, the router forwards the packet to all ports except the one the packet arrived
on; otherwise, the router drops the packet. The port over which the router expects to
receive multicast packets from a given source is referred to as the parent port.
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multicast packet (parent ports are in
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The advantages of RPB are that routing loops are automatically suppressed and
each packet is forwarded by a router exactly once. The basic assumption underlying
the RPB algorithm is that the shortest path from the source to a given router should be
the same as the shortest path from the router to the source. This assumption requires
each link to be symmetric (each direction has the same cost). If links are not symmetric,
then the router must compute the shortest path from the source to the router. This step
is possible only if link-state protocols are used.

To see how RPB works for the network shown in Figure 8.61, assume that source S
transmits a multicast packet with group G1. The parent ports for this multicast group
are identifed in bold numbers, as shown in Figure 8.61. First router 1 receives a packet
on port 1 from source S. Because the packet comes from the parent port, the router
copies the packet to all other ports.

Assume that these packets reach routers 2, 3, 4, and 5 some time later. Router 2
computes the shortest path from itself to S and finds that the parent port is port 1. It
then copies the packet through all other ports. Similarly, routers 3, 4, and 5 find that
the packet arrives on the parent ports. As a result, each router copies the packet to its
other ports, as shown in Figure 8.62. Note that the bidirectional link indicates that each
router forwards the packet to the other.

Next assume that the packets arrive at routers 2 through 8. Because router 2 receives
the packet from port 4, which is not the parent port, router 2 drops the packet. Routers
3, 4, and 5 also drop the packet for the same reason. Router 6, however, finds that the
parent port is port 1, so router 6 copies the packet coming from router 4 to its other ports.
The packet that came from router 5 to router 6 is dropped. Routers 7 and 8 copy the
packet that came from router 5. Figure 8.63 illustrates this process. The reader should
verify that the packet will no longer be propagated after this point.

Note that although the hosts connected to routers 3 and 6 belong to different mul-
ticast groups, the packets for group G1 are still forwarded by these routers. Typically,
these hosts are attached to the router via a shared medium LAN. Therefore, unnecessary
bandwidth is wasted regardless of the multicast group. This problem can be solved by
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having the router truncate its transmission to the local network if none of the hosts
attached to the network belong to the multicast group. This refinement is called
truncated reverse-path broadcasting (TRPB). Note that TRPB performs trunca-
tion only at the “leaf” routers (routers at the edge of the network). The next section
describes a protocol that allows a router to determine which hosts belong to which
multicast groups.

8.7.2 Internet Group Management Protocol

The Internet Group Management Protocol (IGMP) allows a host to signal its multi-
cast group membership to its attached router. IGMP runs directly on IP using protocol
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FIGURE 8.64 IGMP message format.

type 2. However, IGMP is usually considered as part of IP. The IGMP message format
is very simple, as can be seen from Figure 8.64. A description of each field follows.

Version: This field identifies the version number.
Type: This field identifies the message type. There are two message types: Type 1

indicates a query message sent by a router, and type 2 indicates a report sent by
a host.

Unused: This field must be set to zero.
Checksum: This field contains a checksum for all eight bytes of the IGMP message.
Group Address: This address is the class D IPv4 address. This field is set to zero

in a query message, and is set to a valid group address in the response.

When a host wants to join a new multicast group, the host sends an IGMP report
specifying the group address to join. The host needs to issue only one IGMP report,
even though multiple applications are joining the same group. The host does not issue
a report if it wants to leave the group.

A multicast router periodically issues an IGMP query message to check whether
there are hosts belonging to multicast groups. The IGMP message is sent with the
IP destination address set to the all-hosts multicast address (i.e., 224.0.0.1). When
a host receives a query, it must respond with a report for each group it is joining.
By exchanging queries and reports, a router would know which multicast groups are
associated with a given port so that the router would forward an incoming multicast
packet only to the ports that have hosts belonging to the group. Note that the router
does not have to know how many hosts belong to a particular group. It only has to know
that there is at least one host for a particular group.

To make sure that multiple hosts do not send a report at the same time when
receiving a query that would lead to a collision, the scheduled transmission time should
be randomized. Because the router only has to know that at least one host belongs
to a particular group, efficiency can be improved by having a host monitor if another
host sends the same report earlier than its scheduled transmission. If another host has
already sent the same report, the first host cancels its report.

8.7.3 Reverse-Path Multicasting

As Section 8.7.2 just explained IGMP allows hosts to indicate their group members.
We now continue with selective multicast routing called reverse-path multicasting
(RPM), which is an enhancement of TRPB. Unlike TRPB, RPM forwards a multicast
packet only to a router that will lead to a leaf router with group members.
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Each router forwards the first packet for a given (source, group) according to TRPB.
All leaf routers receive at least the first multicast packet. If a leaf router does not find a
member for this group on any of its ports, the leaf router will send a prune message to
its upstream router instructing the upstream router not to forward subsequent packets
belonging to this (source, group). If the upstream router receives the prune messages
from all of its downstream neighbors, it will in turn generate a prune message to
its further upstream router.

Referring to an earlier example in Figure 8.60, router 3 would send a prune message
to routers 1 and 4. When router 1 receives the prune message, router 1 stops forwarding
the subsequent multicast packets to port 5. Similarly, router 6 would send a prune
message to routers 4 and 5. When router 4 realizes that it has received the prune messages
from all of its downstream neighbors, router 4 sends a prune message to router 1, which
subsequently stops forwarding the packets to router 4. The reader should verify that
the multicast packets eventually follow the paths shown in Figure 8.60.

Each prune information is recorded in a router for a certain lifetime. When the prune
timer expires, the router purges the information and starts forwarding the multicast
packets to its downstream neighbors.

A host may later decide to join a multicast group after a prune message has been
sent by its leaf router. In this case the leaf router would send a graft message to its
upstream router to cancel its earlier prune message. Upon receiving the graft message,
the first upstream router will forward subsequent multicast packets to this leaf router.
If the first upstream router has also sent a prune message earlier, the first upstream
router will send a graft message to the second upstream router. Eventually, a router
in the multicast tree will reactivate its affected port so that the multicast packets will
travel downstream toward the host. Figure 8.65 shows the grafting message flow when
a host attached to router 6 wants to join the group. Subsequently, router 1 will forward
the multicast packets to router 4, which will forward the multicast packets to router 6.
Eventually, the multicast packets arrive at the host.
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8.7.4 Distance-Vector Multicast Routing Protocol

Distance-Vector Multicast Routing Protocol (DVMRP) is the multicast routing al-
gorithm that is used in the MBONE routers. DVMRP is based on a combination of RIP
and RPM. DVMRP uses a variation of RIP to determine the previous hop toward the
source. RPM and pruning are then used on the resulting source-level tree. DVMRP uses
a tunneling mechanism to traverse networks that do not support multicasting. Tunnels
are manually configured between two multicast router (mrouters).

One of the severe shortcomings of DVMRP is its inability to operate in a large
internetwork. The first reason for this shortcoming is that the maximum number of
hops is limited to 15. Second, it is not desirable to flood the entire Internet’s leaf routers
with the first multicast packet for a particular (source, group). Periodic refloodings due to
the soft state mechanism associated with the prune information compound the problem.
Also, the flat nature of the routing domain make it unsuitable for a large network.

8.8 DHCP, NAT, AND MOBILE IP

A host requires three elements to connect to the Internet: an IP address, a subnet mask,
and the address of a nearby router. Each time a user moves or relocates, these elements
must be reconfigured. In this section we discuss protocols that have been developed to
automate this configuration process.

8.8.1 Dynamic Host Configuration Protocol

The Dynamic Host Configuration Protocol (DHCP) automatically configures hosts
that connect to a TCP/IP network. An earlier protocol, Bootstrap Protocol (BOOTP),
allowed diskless workstations to be remotely booted up in a network. DHCP builds
on the capability of BOOTP to deliver configuration information to a host and uses
BOOTP’s well-known UDP ports: 67 for the server port and 68 for the client port. DHCP
is in wide use because it provides a mechanism for assigning temporary IP network
addresses to hosts. This capability is used extensively by Internet service providers to
maximize the usage of their limited IP address space.

When a host wishes to obtain an IP address, the host broadcasts a DHCP Discover
message in its physical network. The server in the network may respond with a DHCP
Offer message that provides an IP address and other configuration information. Several
servers may reply to the host, so the host selects one of the offers and broadcasts a
DHCP Request message that includes the ID of the server. The selected server then
allocates the given IP address to the host and sends a DHCP ACK message assigning
the IP address to the host for some period of lease time T. The message also includes
two time thresholds T1 (usually = .5T) and T2 (usually .875T). When time T1 expires
the host attempts to extend the lease period by sending a DHCP Request to the original
server. If the host gets the corresponding ACK message, it will also receive new values
for T, T1, and T2. If the host does not receive an ACK by time T2, then it broadcasts
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a DHCP Request to any server on the network. If the host does not receive an ACK by
time T, then it must relinquish the IP address and begin the DHCP process from scratch.

8.8.2 Network Address Translation

We have seen that three ranges of unregistered IP addresses have been set aside for
use in private internets. For example, the class C range of addresses from 192.168.0.0
to 192.168.255.255 is used in most home networks. Packets with unregistered ad-
dresses are discarded by routers in the global Internet, so a computer must have a
registered IP address in order to communicate over the Internet. Network address
translation (NAT) refers to a method for mapping packets generated by machines in
a private network into packets that can traverse the global Internet. NAT also transfers
packets arriving from the global Internet to the appropriate destination machine in the
private network. In particular, NAT allows a number of machines in a private network
to share a limited number of registered IP addresses.

We will limit our discussion to the case where a single registered IP address is shared
by the machines in a private network. NAT works as follows. When a machine in the
private network generates a packet that has a destination outside the private network, the
packet is transferred to a NAT router. This router maintains a table for mapping packets
from the private network into the Internet and back. Each time a machine generates a
packet destined for the Internet, a new entry is created in a table in the NAT router.
The entry contains the private IP address of the machine as well as the TCP or UDP
port number of the packet, say x. Another port number that is not already in use is
selected and assigned to the given packet, say y. The NAT router then sends the packet
into the Internet with the registered address and the port number y. When the response
packet arrives, the port number y is used to retrieve the original private IP address and
port number x. The packet can then be delivered to the appropriate machine. We have
only considered a single, but important case of network address translation. RFC 1631
addresses various forms of NAT.

8.8.3 Mobile IP

Mobile networking is a subject that is becoming increasingly important as portable
devices such as personal digital assistants (PDAs) and notebook computers are becom-
ing more powerful and less expensive, coupled with people’s need to be connected
whenever and wherever they are. The link between the portable device and the fixed
communication network can be wireless or wired. If a wireless link is used, the device
can utilize a radio or infrared channel. Of these two alternatives, radio channels can
traverse longer distance without the line-of-sight requirement, but introduce electro-
magnetic interference and are often subject to federal regulations (e.g., Federal Com-
munication Commission, or FCC). Infrared channels are often used in shorter distances.
A wireless connection enables a user to maintain its communication session as it roams
from one area to another, providing a very powerful communication paradigm. In this
section we look at a simple IP solution for mobile computers.
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Mobile IP allows portable devices called mobile hosts (MHs) to roam from one
area to another while maintaining the communication sessions. One requirement in
mobile IP is that a legacy host communicating with an MH and the intermediate routers
should not be modified. This requirement implies that an MH must continuously use
its permanent IP address even as it roams to another area. Otherwise, existing sessions
will stop working and new sessions should be restarted when an MH moves to another
area. The basic mobile IP solution is sketched in Figure 8.66.

The mobile IP routing operates as follows:

• When a correspondent host (CH) wants to send a packet to an MH, the CH transmits
the standard IP packet with its address as the source IP address and the MH’s address
as the destination IP address. This packet will be intercepted by the mobile host’s
router called the home agent (HA), which keeps track of the current location of the
MH. The HA manages all MHs in its home network that use the same address prefix.
If the MH is located in the home network, the HA simply forwards the packet to its
home network.

• When an MH moves to a foreign network, the MH obtains a care-of address from
the foreign agent (FA) and registers the new address with its HA. The care-of address
reflects the MH’s current location and is typically the address of the FA. Once the
HA knows the care-of address of the MH, the HA can forward the registration packet
to the MH via the FA.

Unfortunately, the HA cannot directly send packets to the MH in a foreign network
in a conventional way (i.e., by using the care-of address as the destination address of
the IP packet, the packet final destination will be the FA rather than the MH). The
problem is solved by providing a tunnel between the HA and the FA, and implemented
by encapsulating each IP packet at the HA with an outer IP header (see Figure 8.67)
containing the HA’s address as the source IP address and the care-of address as the
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destination IP address. When the FA receives the packet, the FA decapsulates the packet
that produces the original IP packet with the CH’s address as the source IP address and
the MH’s address as the destination IP address. The FA can then deliver the packet to
the MH.

Packets transmitted by the MH to the CH typically use a normal IP packet format
with the MH’s address as the source IP address and the CH’s address as the destination
IP address. These packets follow the default route.

Observe that the route traveled by the packet from the CH to the MH is typically
longer than that from the MH to the CH. For example, it may happen that a CH in New
York sends a packet to the HA in Seattle that is tunneled back to New York, since the
MH is visiting New York! (This phenomenon is called triangle routing.) Several pro-
posals exist to improve the routing mechanism so that the CH may send packets directly
to the care-of address endpoint in subsequent exchanges. One solution is illustrated in
Figure 8.68.

When the HA receives a packet from a CH destined to an MH (1), it tunnels the
packet to the current care-of address (2a), as before. However, it also sends a binding
message back to the CH containing the current care-of address (2b). The CH can save
this message in its binding cache so that future packets to the MH can be directly
tunneled to the care-of address (4).

2a

3 4

2b
1

Internet

Foreign
network

Correspondent
host

Home
network Mobile

host
Foreign
agent

Home
agent

FIGURE 8.68 Route optimization for mobile IP.
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SUMMARY

We began this chapter with an end-to-end view of the flow of application layer messages
through the IP layer in the end systems and across an IP internetwork. We then examined
the details of how IP enables communications across a collection of networks. We paid
particular attention to the hierarchical structure of IP addresses and explained their role
in ensuring scalability of the Internet. The role of address prefixes and the use of masks
was explained. We also examined the interplay between IP addresses, routing tables,
and router operation. We discussed how the IP layer must perform segmentation and
reassembly in order to provide the higher layers with independence from the underlying
network technologies. We also introduced IP version 6 and identified its advantages
relative to IPv4 in terms of address space and streamlined header design.

The Internet offers two basic communication services that operate on top of IP: TCP
reliable stream service and UDP datagram service. We examined the simple operation of
UDP, and we then reviewed how TCP provides reliable stream service and flow control.
We also discussed the various issues that underlie the design of TCP: the rationale for
using the three-way handshake; the separation of acknowledgments and window size;
the difficulties in closing a connection, and the consequences of sequence number space
limitations as well as of round-trip time variability. Finally, we discussed the mechanism
that TCP uses to perform congestion control.

We then explained the control-plane protocols employed in IP networks. We intro-
duced the autonomous system structure of the Internet and explained how the routing
problem is then partitioned into intradomain and interdomain components. We intro-
duced RIP and OSPF for intradomain routing. We identified the advantages of OSPF
and explained its operation in detail. We discussed how intradomain and interdomain
routing involve different concerns (e.g., optimal path routing versus policy routing). We
also explained how BGP4 provides interdomain routing. Finally, we showed how the
hierarchy of the autonomous system structure and the hierarchy inherent in CIDR ad-
dressing work together to provide an Internet that can scale to enormous size.

In Section 8.8 we provided an introduction to multicast routing and explained a
simple way to build a multicast tree using a combination of graft and prune messages.
Finally, we introduced DHCP, NAT, and mobile IP and explained their role in extending
IP service to mobile and transitory users.

CHECKLIST OF IMPORTANT TERMS

Address Resolution Protocol (ARP)
American Registry for Internet

Numbers (ARIN)
area
area border router (ABR)
attribute
autonomous system (AS)
backbone area

binding cache
binding message
Border Gateway Protocol (BGP)
care-of address
classless interdomain routing (CIDR)
congestion avoidance
congestion threshold
congestion window
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correspondent host (CH)
datagram
designated router
Dijkstra’s algorithm
Distance-Vector Multicast Routing

Protocol (DVMRP)
dotted-decimal notation
Dynamic Host Configuration

Protocol (DHCP)
Exterior Gateway Protocol (EGP)
external BGP (eBGP)
fast retransmit
fast recovery
foreign agent (FA)
foreign network
fragment
graceful close
graft message
Hello protocol
home agent (HA)
home network
host ID
initial sequence number (ISN)
Interior Gateway Protocol (IGP)
internal BGP (iBGP)
Internet Control Message

Protocol (ICMP)
Internet Group Management

Protocol (IGMP)
IPv6
link state
link-state database
local traffic
longest prefix match
lost /wandering duplicate
maximum segment lifetime (MSL)
maximum segment size (MSS)

maximum transmission unit (MTU)
mobile host (MH)
multicast backbone (MBONE)
multicast routing
Nagle algorithm
network address translation

(NAT)
network ID
Open Shortest Path First (OSPF)
packet
parent port
piggyback
prune message
pseudoheader
Reverse Address Resolution

Protocol (RARP)
reverse-path broadcasting (RPB)
reverse-path multicasting (RPM)
Routing Information Protocol (RIP)
segment
silly window syndrome
slow start
subnet mask
subnetting
supernetting
three-way handshake
timestamp
TIME WAIT state
time-to-live (TTL) field
transit traffic
transmission control block (TCB)
Transmission Control Protocol (TCP)
truncated reverse-path broadcasting

(TRPB)
tunnel
User Datagram Protocol (UDP)
window scale
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PROBLEMS

8.1. The IP header checksum only verifies the integrity of IP header. Discuss the pros and cons
of doing the checksum on the header part versus on the entire packet.
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8.2. Identify the address class of the following IP addresses: 200.58.20.165; 128.167.23.20;
16.196.128.50; 150.156.10.10; 250.10.24.96.

8.3. Convert the IP addresses in Problem 8.2 to their binary representation.

8.4. Identify the range of IPv4 addresses spanned by Class A, Class B, and Class C.

8.5. What are all the possible subnet masks for the Class C address space? List all the subnet
masks in dotted-decimal notation, and determine the number of hosts per subnet supported
for each subnet mask.

8.6. A host in an organization has an IP address 150.32.64.34 and a subnet mask 255.255.240.0.
What is the address of this subnet? What is the range of IP addresses that a host can have
on this subnet?

8.7. A university has 150 LANs with 100 hosts in each LAN.
(a) Suppose the university has one Class B address. Design an appropriate subnet

addressing scheme.
(b) Design an appropriate CIDR addressing scheme.

8.8. A small organization has a Class C address for seven networks each with 24 hosts. What
is an appropriate subnet mask?

8.9. A packet with IP address 150.100.12.55 arrives at router R1 in Figure 8.8. Explain how
the packet is delivered to the appropriate host.

8.10. In Figure 8.8 assign a physical layer address 1, 2, . . . to each physical interface starting
from the top row, moving right to left, and then moving down. Suppose H4 sends an
IP packet to H1. Show the sequence of IP packets and Ethernet frames exchanged to
accomplish this transfer.

8.11. ARP is used to find the MAC address that corresponds to an IP address; RARP is used to
find the IP address that corresponds to a MAC address. True or false?

8.12. Perform CIDR aggregation on the following /24 IP addresses: 128.56.24.0/24;
128.56.25.0/24; 128.56.26.0/24; 128.56.27.0/24.

8.13. Perform CIDR aggregation on the following /24 IP addresses: 200.96.86.0/24;
200.96.87.0/24; 200.96.88.0/24; 200.96.89.0/24.

8.14. The following are estimates of the population of major regions of the world: Africa 900 mil-
lion; South America 500 million; North America 400 million; East Asia 1500 million;
South and Central Asia 2200 million; Russia 200 million; Europe 500 million.
(a) Suppose each region is to be assigned 100 IPv4 addresses per person. Is this possible?

If not, how many addresses can be assigned per person. Repeat for IPv6.
(b) Design an appropriate CIDR scheme to provide the addressing in part (a).

8.15. Suppose four major ISPs were to emerge with points of presence in every major region of
the world. How should a CIDR scheme treat these ISPs in relation to addressing for each
major region?
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8.16. Discuss the difficulties with using actual time in the TTL field.

8.17. Look up the netstat command in the manual for your system. Use the command to
display the routing table in your host. Try the different command options.

8.18. Suppose a router receives an IP packet containing 600 data bytes and has to forward
the packet to a network with maximum transmission unit of 200 bytes. Assume that the
IP header is 20 bytes long. Show the fragments that the router creates and specify the
relevant values in each fragment header (i.e., total length, fragment offset, and more bit).

8.19. Design an algorithm for reassembling fragments of an IP packet at the destination IP.

8.20. Does it make sense to do reassembly at intermediate routers? Explain.

8.21. Describe the implementation issues of IPv4 packet processing.

8.22. Use Ethereal to capture ARP packets to find the MAC addresses in a LAN.

8.23. Abbreviate the following IPv6 addresses:
(a) 0000:0000:0F53:6382:AB00:67DB:BB27:7332
(b) 0000:0000:0000:0000:0000:0000:004D:ABCD
(c) 0000:0000:0000:AF36:7328:0000:87AA:0398
(d) 2819:00AF:0000:0000:0000:0035:0CB2:B271

8.24. What is the efficiency of IPv6 packets that carry 10 ms of 64 kbps voice? Repeat if an
IPv6 packets carries 1 frame of 4 Mbps MPEG2 video, assuming 30 frames/second.

8.25. Why does IPv6 allow fragmentation at the source only?

8.26. Assuming the population estimates in Problem 8.14, how many IP addresses does IPv6
provide per capita?

8.27. Suppose that IPv6 is used over a noisy wireless link. What is the effect of not having
header error checking?

8.28. Explain how the use of hierarchy enhances scalability in the following aspects of Internet:
(a) Domain name system
(b) IP addressing
(c) OSPF routing
(d) Interdomain routing

8.29. The TCP in station A sends a SYN segment with ISN = 1000 and MSS = 1000 to station B.
Station B replies with a SYN segment with ISN = 5000 and MSS = 500. Suppose station A
has 10,000 bytes to transfer to B. Assume the link between stations A and B is 8 Mbps and
the distance between them is 200 m. Neglect the header overheads to keep the arithmetic
simple. Station B has 3000 bytes of buffer available to receive data from A. Sketch the
sequence of segment exchanges, including the parameter values in the segment headers,
and the state as a function of time at the two stations under the following situations:
(a) Station A sends its first data segment at t = 0. Station B has no data to send and sends

an ACK segment every other frame.
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(b) Station A sends its first data segment at t = 0. Station B has 6000 bytes to send and
sends its first data segment at t = 2 ms.

8.30. Suppose that the TCP in station A sends information to the TCP in station B over a two-hop
path. The data link in the first hop operates at a speed of 8 Mbps, and the data link in the
second hop operates at a speed of 400 kbps. Station B has a 3-kilobyte buffer to receive
information from A, and the application at station B reads information from the receive
buffer at a rate of 800 kbps. The TCP in station A sends a SYN segment with ISN = 1000
and MSS = 1000 to station B. Station B replies with a SYN segment with ISN = 5000
and MSS = 500. Suppose station A has 10,000 bytes to transfer to B. Neglect the header
overheads to keep the arithmetic simple. Sketch the sequence of segment exchanges, in-
cluding the parameter values in the segment headers, and the state as a function of time
at the two stations. Show the contents of the buffers in the intermediate switch as well as
at the source and destination stations.

8.31. Suppose that the delays experienced by TCP segments traversing the network are equally
likely to be any value in the interval [50 ms, 75 ms]. (See Equations 5.17 to 5.20.)
(a) Find the mean and standard deviation of the delay.
(b) Most computer languages have a function for generating uniformly distributed ran-

dom variables. Use this function in a short program to generate random times in the
above interval. Also, calculate tRTT and dRTT and compare to part (a).

8.32. Suppose that the advertised window is 1 Mbyte long. If a sequence number is selected at
random from the entire sequence number space, what is the probability that the sequence
number falls inside the advertised window?

8.33. Explain the relationship between advertised window size, RTT, delay-bandwidth product,
and the maximum achievable throughput in TCP.
(a) Plot the maximum achievable throughput versus delay-bandwidth product for an ad-

vertised window size of 65,535 bytes.
(b) In the preceding plot include the maximum achievable throughput when the window

size is scaled up by a factor of 2K , where K = 4, 8, 12.
(c) Place the following scenarios in the plot obtained in part (b): Ethernet with 1 Gbps

and distance 100 meters; 2.4 Gbps and distance of 6000 km; satellite link with speed
of 45 Mbps and RTT of 500 ms; 40 Gbps link with distance of 6000 km.

8.34. Consider the three-way handshake in TCP connection setup.
(a) Suppose that an old SYN segment from station A arrives at station B, requesting a

TCP connection. Explain how the three-way handshake procedure ensures that the
connection is rejected.

(b) Now suppose that an old SYN segment from station A arrives at station B, followed a
bit later by an old ACK segment from A to a SYN segment from B. Is this connection
request also rejected?

8.35. Suppose that the initial sequence number (ISN) for a TCP connection is selected by taking
the 32 low-order bits from a local clock.
(a) Plot the ISN versus time assuming that the clock ticks forward once every 1/Rc sec-

onds. Extend the plot so that the sequence numbers wrap around.
(b) To prevent old segments from disrupting a new connection, we forbid sequence num-

bers that fall in the range corresponding to 2MSL seconds prior to their use as an
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ISN. Show the range of forbidden sequence numbers versus time in the plot from
part (a).

(c) Suppose that the transmitter sends bytes at an average rate R > Rc. Use the plot from
part (b) to show what goes wrong.

(d) Now suppose that the connection is long-lived and that bytes are transmitted at a
rate R that is much lower than Rc. Use the plot from part (b) to show what goes
wrong. What can the transmitter do when it sees that this problem is about to
happen?

8.36. Suppose that during the TCP connection closing procedure, a machine that is in the
TIME WAIT state crashes, reboots within MSL seconds and immediately attempts to
reestablish the connection, using the same port numbers. Give an example that shows
that delayed segments from the previous connections can cause problems. For this reason
RFC 793 requires that for MSL seconds after rebooting TCP is not allowed to establish
new connections.

8.37. Are there any problems if the server in a TCP connection initiates an active close?

8.38. Use a network analyzer to capture the sequence of packets in a TCP connection. Analyze
the contents of the segments that open and close the TCP connection. Estimate the rate
at which information is transferred by examining the frame times and the TCP sequence
numbers. Do the advertised windows change during the course of the connection?

8.39. Devise an experiment to use a network analyzer to observe the congestion control behavior
of TCP. How would you obtain Figure 8.37 empirically? Run the experiment and plot the
results.

8.40. A fast typist can do 100 words a minute, and each word has an average of six characters.
Demonstrate Nagle’s algorithm by showing the sequence of TCP segment exchanges be-
tween a client, with input from our fast typist, and a server. Indicate how many characters
are contained in each segment sent from the client. Consider the following two cases:
(a) The client and server are in the same LAN and the RTT is 20 ms.
(b) The client and server are connected across a WAN and the RTT is 100 ms.

8.41. Simultaneous Open. The TCP state transition diagram allows for the case where the two
stations issue a SYN segment at nearly the same time. Draw the sequence of segment
exchanges and use Figure 8.36 to show the sequence of states that are followed by the two
stations in this case.

8.42. Simultaneous Close. The TCP state transition diagram allows for the case where the two
stations issue a FIN segment at nearly the same time. Draw the sequence of segment
exchanges and use Figure 8.36 to show the sequence of states that are followed by the two
stations in this case.

8.43. Suppose that a TCP source (with unlimited amount of information to transmit) begins
transmitting onto a link that has 1 Mbps in available bandwidth. Sketch congestion win-
dow versus time trajectory. Now suppose that another TCP source (also with unlimited
amount of information to transmit) begins transmitting over the same link. Sketch the
congestion window versus the time for the initial source.
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8.44. What is the maximum width of an RIP network?

8.45. Let’s consider the bandwidth consumption of the RIP protocol.
(a) Estimate the number of messages exchanged per unit time by RIP.
(b) Estimate the size of the messages exchanged as a function of the size of the RIP

network.
(c) Estimate the bandwidth consumption of an RIP network.

8.46. RIP runs over UDP, OSPF runs over IP, and BGP runs over TCP. Compare the merits of
operating a routing protocol over TCP, UDP, IP.

8.47. Compare RIP and OSPF with respect to convergence time and the number of messages
exchanged under several trigger conditions, that is, link failure, node failure, and link
coming up.

8.48. Consider the OSPF protocol.
(a) Explain how OSPF operates in an autonomous system that has no defined areas.
(b) Explain how the notion of area reduces the amount of routing traffic exchanged.
(c) Is the notion of area related to subnetting? Explain. What happens if all addresses in

an area have the same prefix?

8.49. Assume that there are N routers in the network and that every router has m neighbors.
(a) Estimate the amount of memory required to store the information used by the distance-

vector routing.
(b) Estimate the amount of memory required to store the information by the link-state

algorithm.

8.50. Suppose a network uses distance-vector routing. What happens if the router sends a dis-
tance vector with all 0s?

8.51. Suppose a network uses link-state routing. Explain what happens if:
(a) The router fails to claim a link that is attached to it.
(b) The router claims to have a link that does not exist.

8.52. Consider a broadcast network that has n OSPF routers.
(a) Estimate the number of database exchanges required to synchronize routing

databases.
(b) What is the number of database exchanges after a designated router is introduced into

the network?
(c) Why is the backup designated router introduced? What is the resulting number of

database exchanges?

8.53. Suppose n OSPF routers are connected to a nonbroadcast multiaccess network, for exam-
ple, ATM.
(a) How many virtual circuits are necessary to provide the required full connectivity?
(b) Does OSPF function correctly if a virtual circuit fails?
(c) Is the number of required virtual circuits reduced if point-to-multipoint virtual circuits

are available?
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8.54. The figure below shows seven routers connected with links that have the indicated costs.
Use the Hello protocol to show how the routers develop the same topology database for
the network.

R2

R3 R6

R7

R5

R1 R4

L6,4

L4,1

L5,3

L3,4

L1,2

L2,1

L8,4

L10,2

L7,5

L9,2

8.55. Consider the exchange of Hello messages in OSPF.
(a) Estimate the number of Hello messages exchanged per unit time.
(b) Estimate the size of the Hello messages.
(c) Estimate the bandwidth consumed by Hello messages.

8.56. Consider the notion of adjacency in OSPF.
(a) Explain why it is essential that all adjacent routers be synchronized.
(b) Explain why it is sufficient that all adjacent routers be synchronized; that is, it is not

necessary that all pairs of routers be synchronized.

8.57. Consider the robustness of OSPF.
(a) Explain how the LSA checksum provides robustness in the OSPF protocol.
(b) An OSPF router increments the LS Age each time the router inserts the LSA into a

link-state update packet. Explain how this step protects against an LSA that is caught
in a loop.

(c) OSPF defines a minimum LS update interval of 5 seconds. Explain why.

8.58. Assume that for OSPF updates occur every 30 minutes, an update packet can carry three
LSAs, and each LSA is 36 bytes long. Estimate the bandwidth used in advertising one LSA.

8.59. Identify elements where OSPF and BGP are similar and elements where they differ. Ex-
plain the reasons for similarity and difference.

8.60. Discuss the OSPF alternate routing capability for the following cases:
(a) Traffic engineering, that is, the control of traffic flows in the network.
(b) QoS routing, that is, the identification of paths that meet certain QoS requirements.
(c) Cost-sensitive routing, that is, the identification of paths that meet certain price

constraints.
(d) Differential security routing, that is, the identification of paths that provide different

levels of security.

8.61. Consider the autonomous systems and BGP routers in the following figure.
(a) Suppose that a certain network prefix belongs to AS4. Over which router pairs will

the route to the given network be advertised?
(b) Now suppose the link between R1 and R2 fails. Explain how a loop among AS1, AS2,

AS5, and AS6 is avoided.
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(c) Suppose that R9 is configured to prefer AS1 as transit and AS6 is configured to prefer
AS1 as transit. Explain how BGP handles this situation.

8.62. Why does BGP not exchange routing information periodically as RIP does?

8.63. Consider the network shown in Figure 8.60. Suppose that a source connected to router 7
wishes to send information to multicast group G3.
(a) Find the set of paths that are obtained from reverse-path broadcasting.
(b) Repeat for truncated reverse-path broadcasting.
(c) Repeat for reverse-path multicasting.

8.64. Discuss the operation of the reverse-path multicasting in the following two cases:
(a) The membership in the multicast group in the network is dense.
(b) The membership in the multicast group in the network is sparse.

8.65. Suppose an ISP has 1000 customers and that at any time during the busiest hour of the day
the probability that a particular user requires service is 20 percent. The ISP uses DHCP.
Is a Class C address enough to make the probability less than 1 percent that no IP address
is available when a customer places a request?

8.66. Compare mobile IP with the procedures used by cellular telephone networks (Chapter 4)
to handle roaming users.
(a) Which cellular network components provide the functions of the home and foreign

agent?
(b) Is the handling of mobility affected by whether the transfer service is connectionless

or connection oriented?

8.67. Consider a user that can be in several places (home networks) at different times. Suppose
that the home networks of a user contain registration servers where users send updates of
their location at a given time.
(a) Explain how a client process in a given end system can find the location of a given user

to establish a connection, for example, Internet telephone, at a given point in time.
(b) Suppose that proxy servers are available, and their function is to redirect location

requests to another server that has more precise location information about the callee.
For example, a university might have such a server, which redirects requests for
prof@university.edu to departmental servers. Explain how a location request for
engineer@home.com might be redirected to a.prof@ece.university.edu.



C H A P T E R 9

ATM Networks

In Chapter 7 we saw that asynchronous transfer mode (ATM) was developed to combine
the attributes of time-division circuit-switched networks and packet-switched networks.
We also saw how ATM provides the capability of providing Quality-of-Service support
in a connection-oriented packet network. In this chapter we present the details of ATM
network architecture.

The chapter is organized as follows:

1. Why ATM? We first provide a historical context and explain the motivation for the
development of ATM networks.

2. BISDN reference model. We examine the BISDN reference model that forms the
basis for ATM, and we explain the role of the user and control planes.

3. ATM layer. We examine the “network layer” of the ATM architecture, and we ex-
plain the operation of the ATM protocol. Quality of service (QoS) and the ATM
network service categories and the associated traffic management mechanisms are
introduced.

4. ATM adaptation layer. We introduce the various types of ATM adaptation layer
protocols that have been developed to support applications over ATM connections.

5. ATM signaling. We provide an introduction to ATM addressing and to ATM signaling
standards.

6. PNNI routing. We briefly describe a dynamic routing protocol for ATM networks,
called PNNI.

7. Classical IP over ATM. We describe an overlay model used to run IP over ATM
networks.

In the next chapter we show how IP and ATM networks can be made to work
together. We also show how IP networks are evolving to provide QoS support.
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9.1 WHY ATM?

The concept of ATM networks emerged from standardization activities directed at the
development of Integrated Services Digital Networks (ISDNs). In the 1970s the trend
toward an all-digital (circuit switched) telephone network was clearly established and
the need to (eventually) extend digital connectivity to the end user was recognized. It was
also apparent that data applications (e.g., computer communications and facsimile) and
other nonvoice applications (e.g., videoconferencing) would need to be accommodated
by future networks. It was also clear that circuit switching would not be suitable for
bursty data traffic and that packet switching would have to be provided. The ISDN
standards were the first effort at addressing these needs.

The recommendations adopted by the CCITT (now the telecommunications branch
of the International Telecommunications Union) in 1984 defined an ISDN as a network
that provides end-to-end digital connectivity to support a wide range of services to
users through a limited set of standard user-network interfaces. The basic rate interface
consisted of two constant bit rate 64 kbps B channels and a 16 kbps D channel. The
primary rate interface provided for either 23 B channels and a 64 kbps channel, primarily
in North America, or for 30 B channels and a 64 kbps channel elsewhere. The ISDN
recommendations provided for the establishment of voice and data connections. The
recommendations focused exclusively on the interface between the user and the network
and did not address the internal organization of the network. Indeed once inside the
network, voice and data traffic would typically be directed to separate circuit-switched
and packet-switched networks. Thus the network operator was still burdened with the
complex task of operating multiple dissimilar networks.

It soon became clear that higher rate interfaces would be required to handle appli-
cations such as the interconnection of high-speed local area networks (LANs) as well
as to transfer high-quality digital television. The initial discussions on broadband ISDN
(BISDN) focused on defining additional interfaces along the lines of established rates
in the telephone digital multiplexing hierarchy. However, eventually the discussions
led to a radically different approach, known as ATM, that attempts to handle steady
stream traffic, bursty data traffic, and everything in between. ATM involves converting
all traffic that flows in the network into 53-byte blocks called cells. As shown in Fig-
ure 9.1, each cell has 48 bytes of payload and a 5-byte header that allows the network
to forward each cell to its destination.

The connection-oriented cell-switching and multiplexing principles underlying
ATM were already discussed in Chapter 7. Here we reiterate the anticipated advan-
tages of ATM networks.

1. The network infrastructure and its management is simplified by using a single trans-
fer mode for the network; indeed, extensive bandwidth management capabilities
have been built into the ATM architecture.

Header Payload

48 bytes5 bytes FIGURE 9.1 The ATM cell.
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2. Unlike shared-media networks, ATM is not limited by speed or distance; the switched
nature of ATM allows it to operate over LANs as well as global backbone networks
at speeds ranging from a few Mbps to several Gbps.

3. The QoS attributes of ATM allow it to carry voice, data, and video, thus making
ATM suitable for an integrated services network.

The ATM standardization process has taken place under the auspices of the ITU-T
in concert with national and regional bodies such as ANSI in the United States and
ETSI in Europe. The development of industry implementation agreements has been
mainly driven by the ATM Forum.

9.2 BISDN REFERENCE MODEL

The BISDN reference model is shown in Figure 9.2. The model contains three planes:
the user plane, the control plane, and the management plane. The user plane is con-
cerned with the transfer of user data including flow control and error recovery. The
control plane deals with the signaling required to set up, manage, and release connec-
tions. The management plane is split into a layer management plane that is concerned
with the management of network resources and a plane management plane that deals
with the coordination of the other planes. We focus on the user and control planes.

The user plane has three basic layers that together provide support for user appli-
cations: the ATM adaptation layer, the ATM layer, and the physical layer. The ATM
adaptation layer (AAL) is responsible for providing different applications with the
appropriate support, much as the transport layer does in the OSI reference model. Sev-
eral AAL types have been defined for different classes of user traffic. The AAL is
also responsible for the conversion of the higher-layer service data units (SDUs) into

Higher layers

Control plane User plane

Plane m
anagem

ent

Higher layers

ATM adaptation layer

ATM layer

Physical layer

Management plane

Layer m
anagem

ent

FIGURE 9.2 The broadband ISDN
reference model.
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Bursty variable-length
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FIGURE 9.3 The AAL converts user information into cells.

48-byte blocks that can be carried inside ATM cells. Figure 9.3 shows how the informa-
tion generated by voice, data, and video applications are taken by AALs and converted
into sequences of cells that can be transported by the ATM network. The AAL entity
on the receiver side is responsible for reassembling and delivering the information in
a manner that is consistent with the requirements of the given application. Note that
the AAL entities reside in the terminal equipment, and hence they communicate on an
end-to-end basis across the ATM network as shown in Figure 9.4.

The ATM layer is concerned solely with the sequenced transfer of ATM cells
in connections set up across the network. The ATM layer accepts 48-byte blocks of
information from the AAL and adds a 5-byte header to form the ATM cell. The header
contains a label that identifies the connection and that is used by a switch to determine
the next hop in the path as well as the type of priority/scheduling that the cell is to
receive.

User
information

User
information

End system

AAL AAL

ATM ATM ATM ATM

PHY PHY PHY PHY

Network

…

End system

FIGURE 9.4 User plane layers.
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ATM can provide different QoS to different connections. This requires that a ser-
vice contract be negotiated between the user and the network when the connection is
set up. The user is required to describe its traffic and the required QoS when it requests
a connection. If the network accepts the request, a contract is established that guaran-
tees the QoS as long as the user complies with its traffic description. Queue priority
and scheduling mechanisms implemented in ATM switches provide the capability of
delivering QoS. To deliver on its QoS commitments, the ATM network uses policing
mechanisms to monitor user compliance with the connection contract and may discard
cells not found in compliance.

In terms of number of users involved, ATM supports two types of connections:
point to point and point to multipoint. Point-to-point connections can be unidirectional
or bidirectional. In the latter case different QoS requirements can be negotiated for each
direction. Point-to-multipoint connections are always unidirectional.

In terms of duration, ATM provides permanent virtual connections (PVCs) and
switched virtual connections (SVCs). PVCs act as “permanent” leased lines between
user sites. PVCs are typically provisioned “manually” by an operator. SVCs are set up
and released on demand by the end user.

SVCs are set up through signaling procedures. Initially the source user must inter-
act with the network through a user-network interface (UNI) (see Figure 9.5). The
connection request must propagate across the network and eventually involve an in-
teraction at the destination UNI. Within a network, switches must interact across the
network-network interface (NNI) to exchange information. Switches that belong to
different public networks communicate across a broadband intercarrier interface
(B-ICI). The source and destination end systems as well as all switches along the path

Private
UNI

Private
NNI

Private ATM
network

Public ATM
network A

Public
UNI

Public
UNI

Public
UNI

Public ATM
network B

B-ICINNI

FIGURE 9.5 ATM network interfaces.
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FIGURE 9.6 ATM physical layer.

across the network are eventually involved in the allocation of resources to meet the
QoS requirements of a connection.

Signaling can be viewed as an application in which end systems and switches
exchange higher-level messages that establish connections across the network. The
role of the control plane is to support signaling and network control applications. The
control plane has the same three basic layers as the user plane. A signaling AAL has
been defined for the control plane to provide for the reliable exchange of messages
between ATM systems. Higher-layer protocols have been defined for use over the UNI,
for the NNI, and for the B-ICI.

The physical layer is divided into two sublayers as shown in Figure 9.6. The
physical medium dependent sublayer is the lower of the two layers and is concerned
with details of the transmission of bits over the specific medium, such as line coding,
timing recovery, pulse shape, as well as connectors. The transmission convergence
sublayer establishes and maintains the boundaries of the ATM cells in the bit stream;
generates and verifies header checksums; inserts and removes “idle” ATM cells when
cells are not available for transmission; and, of course, converts ATM cells into a format
appropriate for transmission in the given physical medium.

A large number of physical layers have been defined to provide for support for
ATM in a wide range of network scenarios, for example, LAN/WAN and private/public
scenarios. The approach in the ATM Forum has been to use and adapt existing physical
layer standards as much as possible. In addition to SONET/SDH, physical layers have
been defined for 1.5 Mbps (DS-1), 2.0 Mbps (E-1), 45 Mbps (DS-3), 34.4 Mbps (E3),
139 Mbps (E-4), 100 Mbps (FDDI), and 155 Mbps (Fiber Channel). Other physical
layers are defined as needed.

9.3 ATM LAYER

The ATM layer is concerned with the sequenced transfer of cells of information across
connections established through the network. In this section we examine the operation
of the ATM layer in detail. We begin with a description of the ATM cell header. We then
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discuss how fields in the ATM header are used to identify network connections. This
section is followed by a description of the types of ATM network service categories and
the traffic management mechanisms required to provide these services. A later section
deals with ATM addressing and ATM signaling.

9.3.1 ATM Cell Header

Different ATM cell headers have been defined for use in the UNI and in the NNI. The
UNI is the interface point between ATM end users and a private or public ATM switch, or
between a private ATM switch and a public carrier ATM network, as shown in Figure 9.5.
The NNI is the interface between two nodes (switches) in the same ATM network.

Figure 9.7 shows the 5-byte cell header for the UNI. We first briefly describe the
functions of the various fields. We then elaborate on their role in ATM networks.

Generic flow control: The GFC field is 4 bits long and was intended to provide
flow control and shared medium access to several terminals at the UNI. It is
currently undefined and is set to zero. The GFC field has significance only at
the UNI and is not carried end to end across the network. The UNI and NNI
cell headers differ in that the GFC field does not appear in the NNI cell header;
instead the VPI field is augmented to 12 bits.

Virtual path identifier: The VPI field is 8 bits long, so it allows the definition of
up to 28 = 256 virtual paths in a given UNI link. Recall from Figure 7.38 that
each virtual path consists of a bundle of virtual channels that are switched as a
unit over the sequence of network nodes that correspond to the path.

Virtual channel identifier: The VCI field is 16 bits long, so it allows the definition
of up to 216 = 65,536 virtual channels per virtual path. The VIP/VCI field is the

GFC (4 bits) VPI (4 bits)

VPI (4 bits)

VCI (4 bits) PT (3 bits)
CLP

(1 bit)

VCI (4 bits)

VCI (8 bits)

HEC (8 bits)

Payload
(48 bytes)

ATM cell
header

FIGURE 9.7 ATM cell
header format.
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TABLE 9.1 ATM payload types.

Payload type identifier Meaning

000 User data cell, congestion not experienced, SDU type = 0
(that is, beginning or continuation of SAR-SDU in AAL5)

001 User data cell, congestion not experienced, SDU type = 1
(that is, end of SAR-SDU in AAL5)

010 User data cell, congestion experienced, SDU type = 0
011 User data cell, congestion experienced, SDU type = 1
100 OAM F5 segment associated cell
101 OAM F5 end-to-end associated cell
110 Resource management (RM) cell (used in traffic management)
111 Reserved for future use

local identifier for a given connection in a given link, and the value of the field
changes at every switch.

Payload type: The 3-bit payload type field allows eight types of ATM payloads as
shown in Table 9.1. The most significant bit is used to distinguish between data
cells (b3 = 0) and operations, administration, and maintenance (OAM) cells
(b3 = 1).

For data cells (b3 = 0), the second bit serves as the explicit forward congestion
indication (EFCI), which is set by switches to indicate congestion and is used
by the congestion control mechanism for the available bit rate (ABR) service
defined below.

For data cells (b3 = 0), the least significant bit (b1) is carried transparently across
the network. We show below that b1 = 1 is used by AAL type 5 (AAL5) to signal
that a cell carries the end of a SDU.

The payload field (110) defines resource management cells that are used in traffic
management.

Cell loss priority: The CLP bit establishes two levels of priorities for ATM cells.
A cell that has CLP = 0 is to be treated with higher priority than a cell with
CLP = 1 during periods of congestion. In particular, CLP = 1 cells should be
discarded before CLP = 0 cells. The CLP bit can be set by terminals to indicate
less important traffic or may be set by the network to indicate lower-priority QoS
flows or cells that have violated their traffic contract.

Header error control: An 8-bit CRC checksum, using the generator polynomial
described in Table 3.7, is calculated over the first four bytes of the header. This
code can correct all single errors and detect all double errors in the header. The
checksum provides protection against misdelivery of cells from errors that may
occur in transit. Two modes are defined. In detection mode cells with inconsistent
checksums are discarded. In correction mode single bit errors are corrected.
Correction mode is suitable only in media where single errors predominate over
multibit errors. The HEC needs to be recomputed at every switch, since the
VPI/VCI value changes at every hop.1

1The HEC may also be used for cell delineation.
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9.3.2 Virtual Connections

In Chapter 7 we described how ATM uses virtual path and virtual channel identifiers
in the cell headers to identify a connection across a network. These locally defined
identifiers are used to forward cells that arrive at a switch to the appropriate output port.
At each switch the VPI/VCI identifier are used to access tables that specify the output
port and the VPI/VCI identifier that is to be used in the next hop. In this manner the
chain of identifiers define a connection across the network.

The VPI/VCI format allows ATM to switch traffic at two levels. In VP switching,
entire bundles of VCs arriving at a given input port and identified by a given VPI are
transferred to the same output port. The switch does not look at the VCI value. Prior
to transfer along the next hop, the VPI value is mapped into the value that is defined
for the next hop. In VP switching, however, the VCI value is not changed. The ability
to handle bundles of VCs at a time is very useful to the network operator in facilitating
the management of network resources and in simplifying routing topologies.

As indicated above, ATM networks provide two basic types of connections. Per-
manent virtual connection (PVCs) are long-term connections that are typically used
by network operators to provision bandwidth between endpoints in an ATM network.
Switched virtual connections (SVCs) are shorter-term connections that are established
in response to customer requests. In SVCs the table entries are established during the
call setup procedure that precedes the transfer of ATM cells in a connection.

9.3.3 QoS Parameters

A central objective of ATM is to provide QoS guarantees in the transfer of cell streams
across the network. In ATM the QoS provided by the network is specified in terms of
the values of several end-to-end, cell-level parameters. A total of six QoS performance
parameters have been specified.

The following three QoS network performance parameters are defined in ATM
standards. These parameters are not negotiated at the time of connection setup and are
indicators of the intrinsic performance of a given network.

Cell error ratio: The CER of a connection is the ratio of the number of cells that are
delivered with one or more bit errors during a transmission to the total number
of transmitted cells. The CER is dependent on the underlying physical medium.
The CER calculation excludes blocks of cells that are severely errored (defined
below).

Cell misinsertion rate: The CMR is the average number of cells/second that are de-
livered mistakenly to a given connection destination (that is, that originated from
the wrong source). The CMR depends primarily on the rate at which undetected
header errors result in misdelivered cells. The CMR calculation excludes blocks
of cells that are severely errored (defined below). Note that CMR is a rate in
cells/second rather than a ratio, since the mechanism that produces misinsertion
is independent of the number of cells produced in a connection.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


9.3 ATM Layer 669

Pr
ob

ab
ili

ty
 d

en
si

ty

Peak-to-peak CDV

�

D0

Dmax

FIGURE 9.8 Probability density function of cell transfer delay.

Severely errored cell block ratio: A severely errored cell block event occurs when
more than M cells are lost, in error, or misdelivered in a given received block of N
cells, where M and N are defined by the network provider. The severely errored
cell block ratio (SECBR) is the ratio of severely errored cell blocks to total
number of transmitted cell blocks in a connection. The SECBR is determined by
the properties of the error mechanisms of the transmission medium, by buffer
overflows, and by operational effects of the underlying transmission system such
as losses of information that occur when active transmission links are replaced
by backup transmission links in response to faults.

The following three QoS parameters may be negotiated between the user and the
network during connection setup.

Cell loss ratio: The CLR for a connection is the ratio of the number of lost cells
to total number of transmitted cells. The CLR value is negotiated between the
user and the network during call setup and specifies the CLR objective for the
given connection. It is specified as an order of magnitude in the range of 10−1

to 10−15. It can also be left unspecified. The CLR objective can apply to either
the CLP = 0 (conforming) cell flow or to the CLP = 0 + 1 (all cells) in the cell
flow. The degree to which CLR can be negotiated depends on the sophistication
of the buffer-allocation strategies that are available in a given network.

Cell transfer delay: The CTD is the time that elapses from the instant when a
cell enters the network at the source UNI to the instant when it exists at the
destination UNI. The CTD includes propagation delay, processing delays, and
queueing delays at multiplexers and switches. In general, different cells in a
connection experience different values of delays, so the CTD is specified by a
probability density function as shown in Figure 9.8.2 The standards provide for
the negotiation of the “maximum” CTD. As shown in Figure 9.8, the maximum

2The probability that the delay value falls in an interval is the area under the probability density function
for that interval. See [Leon-Garcia 1994].
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CTD is defined as the value Dmax for which the fraction 1 − α of all cells have
CTD less than Dmax , where α is some appropriately small value. For example,
the requested value of CLR places an upper bound on the value of α. Queue-
scheduling algorithms in the ATM switches can be used to control the CTD
experienced by cells in a given connection.

Cell delay variation: The CDV measures the variablity of the total delay encoun-
tered by cells in a connection. The CDV excludes the fixed component D0 of the
CTD that is experienced by all cells in a connection, for example, the propagation
delay and fixed processing delays (see Figure 9.8). Current standards provide
for the negotiation of the peak-to-peak CDV, which is simply the difference be-
tween the maximum CTD Dmax and the fixed delay component D0. Note that
network switches have only limited control over the spread (variance) of CTD
values, and consequently the range of CDV values that can be negotiated for a
connection is also limited.

9.3.4 Traffic Descriptors

The capability of a network to provide given levels of QoS to a connection depends on
the manner in which the connection produces cells for transmission, that is, at a constant
smooth rate or in a highly bursty fashion. This capability also depends on the amount
of network resources, that is, bandwidth and buffers, that the network allocates to the
connection. Therefore, the connection contract between the user and the network must
specify the manner in which the source will produce cells. For this purpose standards
have specified a number of source traffic descriptor parameters. To be enforceable,
policing algorithms must be available to monitor the traffic produced by a source to
determine whether it conforms to the connection contract.

The following source traffic parameters have been defined to specify this pattern
of demand for transmission.

Peak cell rate: The PCR specifies the rate in cells/second that a source is never
allowed to exceed. The minimum allowable interval between cells is given by
T = 1/PCR.

Sustainable cell rate: The SCR is the average cell rate, in cells/second, produced
by the source over a long time interval.

Maximum burst size: The MBS, in number of cells, specifies the maximum number
of consecutive cells that may be transmitted by a source at the peak cell rate
(PCR).

Minimum cell rate: The MCR is the minimum average cell rate, in cells/second,
that the source is always allowed to send.

Even if a source produces cells at exactly the PCR rate, subsequent ATM cell
multiplexing and physical layer processing (e.g., insertion of a cell into a bit stream)
can produce certain variability about the PCR rate. The policing mechanism must
take into account this unavoidable variability. The following interface performance
parameter has been defined for this purpose.
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Cell delay variation tolerance: The CDVT specifies the level of cell delay variation
that must be tolerated in a given connection.

9.3.5 ATM Service Categories

ATM connections with arbitrary traffic flow properties and arbitrary QoS are possible by
selecting values for the traffic descriptor and the negotiable QoS parameters. In practice
there are several clearly identifiable classes of traffic in terms of traffic properties and
network QoS requirements. The ATM Forum has defined five ATM service categories
as shown in Table 9.2. The first two categories apply to connections that are real time
in the sense of having stringent delay and timing requirements.

Constant bit rate: The CBR ATM service category is intended for traffic with
rigorous timing requirements, such as voice, circuit emulation, and certain types
of video, that require a constant cell transmission rate for the entire duration of
a connection. The traffic rate is specified by the PCR. The QoS is specified by
the CTD and CDV, as well as by the CLR.

Real-time variable bit rate: The rt-VBR ATM service category is intended for
variable-bit-traffic, such as certain types of video, with rigorous timing require-
ments. The traffic is described by the PCR, SCR, and MBS. The QoS is specified
by the CLR, CTD, and CDV.

Three categories of nonreal-time connections have been defined.

TABLE 9.2 ATM service category attributes [ATM April 1996].

ATM layer service category

Attribute CBR rt-VBR nrt-VBR UBR ABR

Traffic parameters
PCR and CDVT4,5 Specified Specified Specified Specified2 Specified3

SCR, MBS, CDVT4,5 n/a Specified Specified n/a n/a
MCR4 n/a n/a n/a n/a Specified

QoS parameters
peak-to-peak CDVT Specified Specified Unspecified Unspecified Unspecified
maxCTD Specified Specified Unspecified Unspecified Unspecified
CLR4 Specified Specified Specified Unspecified See note 1

Other attributes
Feedback Unspecified Unspecified Unspecified Unspecified Specified6

Notes:
1CLR is low for sources that adjust cell flow in response to control information. Whether a quantitative value for CLR is
specified is network specific.
2May not be subject to connection admission control and usage parameter control procedures.
3Represents the maximum rate at which the ABR source may ever send data. The actual rate is subject to the control
information.
4These parameters are either explicitly or implicitly specified for PVCs or SVCs.
5CDVT refers to the cell delay variation tolerance. CDTV is not signaled. In general, CDVT need not have a unique
value for a connection. Different values may apply at each interface along the path of a connection.
6See discussion on congestion control in Section 7.8.2.
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Nonreal-time variable bit rate: The nrt-VBR ATM service category addresses
bursty sources, such as data transfer, that do not have rigorous timing require-
ments. The traffic is described by the PCR, SCR, and MBS. The QoS is specified
by the CLR, and no delay requirements are specified.

Available bit rate: The ABR ATM service category is intended for sources that
can dynamically adapt the rate at which they transmit cells in response to feed-
back from the network. This service allows the sources to exploit the bandwidth
that is available in the network at a given point in time. The traffic is specified
by a PCR and MCR, which can be zero. The sources adjust the rate at which
they transmit into the network by implementing a congestion control algorithm
that dictates their response to resource management cells that explicitly provide
rate flow information. Connections that adapt their traffic in response to the net-
work feedback can expect a low CLR as well as a “fair” share of the available
bandwidth.

Unspecified bit rate: The UBR ATM service category does not provide any QoS
guarantees. The PCR may or may not be specified. This service is appropriate
for noncritical applications that can tolerate or readily adjust to the loss of cells.

In ATM the QoS guarantees are provided on a per connection basis; that is, every
connection can expect that its QoS requirements will be met. Since ATM involves
the handling of flows of cells from many connections that necessarily interact at mul-
tiplexing points, it is worth considering the nature of the QoS guarantees and the
corresponding resource allocation strategies for the different ATM service categories.

For CBR connections the source is free to transmit at the negotiated PCR at any
time for any duration. It follows then that the network must allocate sufficient band-
width to allow the source to transmit continuously at the PCR. The scheduling/priority
discipline in the multiplexer must ensure that such bandwidth is regularly available
to the connection so that the CDV requirement is also met. The steady flow assumed
for CBR sources implies that only limited interaction occurs between different CBR
flows. In essence, the individual CBR flows act as if they were in separate, isolated
transmission links.

For rt-VBR connections the source transmission rate is expected to vary dynami-
cally around the SCR and below the PCR. Therefore, it is to the benefit of the network
operator to statistically multiplex these flows to improve the actual utilization of the
bandwidth. However, the mixing of rt-VBR flows must be done in a way that maintains
some degree of isolation between flows. In particular it is essential to meet the delay
and CLR requirements of the connections.

The situation for nrt-VBR connections is similar to that of rt-VBR connections.
Again it is in the interest of the network operator to statistically multiplex nrt-VBR
sources. In this case the degree of multiplexing is limited only by the commitment to
provide conforming flows with the negotiated CLR.

UBR connections, with their lack of any QoS guarantees, provide an interesting
contrast to the preceding service categories. When the traffic levels in the network
are low, UBR connections may experience performance that is as good as that of the
service categories with QoS guarantees. Only as network traffic levels increase, do the
QoS guarantees become noticeable. From the point of view of the network operator,
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a low tariff for UBR service can be used to stimulate demand for bandwidth when
the utilization of network sources is low. This approach is useful to a broad range of
users when traffic levels are low; however, it is increasingly less useful as traffic levels
increase and the network performance experienced becomes less consistent. The ABR
service category fills a niche in this context. UBR connections receive no guarantees
as network traffic levels vary. ABR connections, on the other hand, are assured of a
low level of CLR as long as they conform by responding to the network feedback
information. The option to negotiate a nonzero MCR also provides ABR connections
with additional assurance of service.

9.3.6 Traffic Contracts, Connection Admission Control,
and Traffic Management

Traffic management refers to the set of control functions that together ensure that
connections receive the appropriate level of service. To provide QoS guarantees to
each connection, the network must allocate an appropriate set of resources to each new
connection. In particular the network must ensure that new VCs are assigned to links that
have sufficient available bandwidth and to ports that have sufficient buffers to handle the
new as well existing connections at the committed levels of QoS. The queue scheduling
algorithms presented in Section 7.7 can be used to ensure that the cells in specific
connections receive appropriate levels of performance in terms of delay and loss.

Connection admission control (CAC) is a network function that determines whether
a request for a new connection should be accepted or rejected. If accepted, the user and
network are said to enter into a traffic contract. The contract for a connection includes
the ATM service category, the traffic descriptors, and the QoS requirements that were
introduced in Section 9.3.5 and shown in Table 9.2. The CAC procedure takes the
proposed traffic descriptors and QoS requirements and determines whether sufficient
resources are available along a route from the source to the destination to support the
new connection as well as already established connections. Specific CAC algorithms
are not specified by the standards bodies and are selected by each network operator.

The QoS guarantees are valid only if the user traffic conforms to the connection
contract. Usage parameter control (UPC) is the process of enforcing the traffic agree-
ment at the UNI. Each connection contract includes a cell conformance definition that
specifies how a cell can be policed, that is, determined to be either conforming or
nonconforming to the connection contract. The generic cell rate algorithm (GCRA) is
equivalent to the leaky-bucket algorithm described in Section 7.8 and can be used to
determine whether a cell conforms to the specified PCR and CDVT. Cells that are found
to be not conforming are “tagged” by having their cell loss priority (CLP) bit in the
header set to 1 at the access to the network. When congestion occurs in the network,
cells with CLP = 1 are discarded first. Thus nonconforming cells are more likely to be
discarded. The GCRA algorithm can be modified so that cell conformance to the PCR,
CDVT, as well as the SCR and MBS can be checked.

A connection is said to be compliant with its contract if the proportion of noncon-
forming cells does not exceed a threshold specified by the network operator. As long
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as a connection remains compliant, the network will provide the QoS specified in the
contract. However, if a connection becomes noncompliant, the network may then cease
providing the contracted QoS.

Traffic shaping is a mechanism that allows sources to ensure that their traffic
conforms to the connection contract. In traffic shaping, a leaky bucket is used to identify
nonconforming cells that are then buffered and delayed so that all cells entering the
network are conforming. The token bucket mechanism discussed in Chapter 7 is a
method for doing traffic shaping.

Congestion can still occur inside the network even if all cells that enter the net-
work conform to their connection contract. Such congestion will occur when many
cells from different connections temporarily coincide. The purpose of congestion con-
trol is to detect the onset of congestion and to activate mechanisms to minimize the
impact and duration of congestion. ATM networks employ two types of congestion
control. Selective cell discarding involves discarding CLP = 1 cells during periods of
congestion. The onset of congestion may be defined by a threshold on the contents of
buffers in switches and multiplexers. Discarding low-priority cells helps meet the QoS
commitments that have been made to the high-priority cells.

A second class of congestion control involves sending explicit congestion feedback
from the network to the sources. This type of control is appropriate for ABR connections,
which by definition involve sources that can adapt their input rate to network feedback.
The rate-based flow control algorithm described in Chapter 7 has been recommended
for this type of congestion control.

9.4 ATM ADAPTATION LAYER

An application that operates across an ATM network has a choice of the five ATM
connection service categories shown in Table 9.2. Every application involves the transfer
of one or more blocks or of a stream of information across the network. The ATM service
categories provide for the sequenced transfer of cells across the network with a certain
delay or loss performance. At the very least a conversion is required from the application
data blocks to ATM cells at the source and a conversion back to the application blocks at
the destination. One purpose of the ATM adaptation layer is to provide for the mapping
between application data blocks to cells.

Applications naturally specify their QoS requirements in terms of their data blocks,
not in terms of ATM cells. It is also possible that the service provided by the ATM layer
does not meet the requirements of the application. For example, the ATM layer does
not provide reliable stream service by itself, since some cell losses can occur. Another
purpose of the ATM adaptation layer, then, is to enhance the service provided by the
ATM layer to the level required by the application. It should be noted that multiple
higher layers may operate over the AAL, for example, HTTP over TCP over AAL. To
be more precise, we emphasize that the function of the AAL is to provide support for
the layer directly above it. Thus if the layer above the AAL is TCP, then the AAL need
not be concerned with providing reliable stream service. On the other hand, the AAL
may be called on to provide reliable stream service when such service is not available
in the higher layers, as, for example, in signaling applications.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


9.4 ATM Adaptation Layer 675

AAL
layer

Service specific
convergence

sublayer

Common part
convergence

sublayer

Segmentation
and reassembly

sublayer

FIGURE 9.9 AAL sublayers.

Different applications require a different combination of functions in an AAL.
For example, circuit emulation applications require that information be transferred as
if the underlying ATM connection were a dedicated digital transmission line. Real-
time voice and certain video applications present similar requirements. On the other
hand, frame relay applications require the nonreal-time, connection-oriented transfer
of a sequence of frames between two end systems. In yet another example, IP routers
require the connectionless transfer of a packet to another router, using the ATM network
as a “data link.” In some cases the IP packets carry payloads that are controlled by TCP
entities at the end systems. Each of these examples impose different requirements on
the AAL.

There have been several attempts to categorize applications into a small set of
classes and to design AALs to meet the requirements of each class. These efforts have
not met with success, and no clear correspondence exists between application classes,
AALs, and ATM connection service categories. Our approach here is to discuss the
formats and services of the AALs that have been developed to date. We then discuss
what combinations of applications, AALs, and ATM service categories make sense. It
should be noted that users are also free to use proprietary (nonstandard) AALs.

The AAL is divided into two sublayers as shown in Figure 9.9. The purpose of
the segmentation and reassembly (SAR) sublayer is to segment the PDUs of the
higher layer into blocks that are suitable for insertion into the ATM cell payloads at
the source and to reassemble the higher-layer PDUs from the sequence of received
ATM cell payloads at the destination. The convergence sublayer (CS) is divided into
a common part (CPCS) and a service-specific part (SSCS). The CPCS deals with
packet framing and error-detection functions that all AAL users require. The SSCS
provides functions that depend on the requirements of specific classes of AAL users.
Consequently, each AAL usually has a specific SAR and CPCS sublayer and several
optional SSCS sublayers.

9.4.1 AAL1

The ATM adaptation layer type 1 (AAL1) supports services that require the transfer
of information at a constant rate. Examples of this type of service are a single 64 kbps
PCM voice call, sub-T-1 connections that consist of n × 64 kbps streams, T-1/E-1
and other digital circuits from the telephone hierarchy, and constant bit-rate digital
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FIGURE 9.10 AAL1 process.

video. The AAL PDU structure contains fields that enable clock recovery and sequence
numbering. It also contains an option for the transfer of the internal (frame) structure
within a continuous bit stream.

The generic AAL1 process is shown in Figure 9.10. The convergence sublayer
function takes the user data stream, optionally inserts a 1-byte pointer to provide struc-
ture information, and produces 47-byte CS PDUs, which it then passes with three-bit
sequence numbering to the segmentation and reassembly sublayer. Thus the CS PDU
normally contains either 47 bytes or 46 bytes of user information, depending on whether
a pointer is inserted. Note that the CS PDU need not be completely filled with 47 bytes
of user information. In low-bit-rate applications with low-delay requirements, for ex-
ample, a single 64 kbps voice call, the CS PDU may be required to pass 47-byte blocks
that are only partially filled with user information.

Figure 9.11 shows the AAL1 PDUs. The SAR sublayer attaches a 1-byte header
to each CS PDU as shown in Figure 9.11a. The first four bits constitute the sequence
number (SN) field. The first bit in the SN field is the convergence sublayer indicator
(CSI) and is followed by the three-bit sequence number that can be used for the detection

(a) SAR PDU header

1 bit 3 bits 4 bits

CSI Sequence count SNP

(b) CS PDU with pointer in structured data transfer

AAL 1
pointer

47 bytes

46 bytes1 byte

FIGURE 9.11 AAL1 PDUs.
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and monitoring of loss and misinsertion of SAR payloads, and hence cells. In even-
numbered cells the CSI bit may be used to indicate the existence of a CS sublayer
pointer to the destination, as shown in Figure 9.11b. In odd-numbered cells the CSI
bit may also optionally be used to convey timing information from the source to the
destination. The last four bits of the header contain sequence number protection (SNP)
check bits that provide error-detection and correction capability for the SAR header.
The four check bits are computed by using a Hamming (7,4) code with an additional
overall parity check bit. This makes it possible to correct all single-bit and to detect all
double-bit error patterns.

As an example of the use of AAL1 for unstructured information transfer, consider
the transfer of a T-1 connection. Recall that the T-1 stream consists of a frame consisting
of one framing bit followed by 24 bytes at a repetition rate of 8 kHz. In unstructured
AAL1 transfer the bits from the T-1 stream are grouped into blocks of 47 bytes and
passed to the SAR. Note that the bytes in the CS PDU will not be aligned to the bytes
in the T-1 stream, since each frame has an odd number of bits. Now suppose that
the T-1 connection uses structured data transfer. The T-1 stream is now viewed as a
sequence of 24-byte frames (the framing bit is ignored). The bytes in the T-1 stream
are mapped directly into the bytes in the CS PDUs. By prior agreement between the
source and destination AAL entities, every so many cells, eight, for example, the first
byte of the CS PDU contains a pointer that can be used to determine the beginning
of the next frame. Because pointers can be inserted only in even-numbered cells, the
beginning of the frame can be anywhere in the payloads of the current or the next cell.
The periodic insertion of pointers provides protection against loss of synchronization
that could result from cell losses.

The convergence sublayer at the destination provides a number of services that are
useful to applications requiring a constant transfer rate. The odd-numbered CSI bits
can be used to convey a residual timestamp that provides the relative timing between
the local clock and a common reference clock. The destination uses these residual
timestamps to reconstruct the source clock and replay the received data stream at
the correct frequency. This synchronous residual timestamp method is described in
Section 5.3.2. It should be noted that other methods for clock recovery, such as adaptive
buffer, do not require the use of CSI bits. These methods are also discussed in Chapter 5.

To deliver information to the user at a fixed rate, the convergence sublayer at the
destination can carry out timing recovery and then use a playout technique to absorb
the cell delay variation in the received sequence. The convergence sublayer can also
use the sequence numbers to detect lost or misinserted cells. The capability to request
retransmissions is not provided, so the CS can provide only an indication to the user
that a loss or misinsertion has occurred.

The convergence sublayer can also implement either of two forward-error correc-
tion (FEC) techniques to correct for cell errors and losses. For applications that have
a low-delay requirement, the first FEC technique operates on groups of 15 cells and
adds sufficient check bits to form 16 cells. The technique can correct one lost cell
per group of 16 and can also correct certain other error patterns. The additional FEC
delay incurred is then 15 cells. The second FEC technique uses a variation of the in-
terleaving techniques discussed in Chapter 3 to arrange the CS-PDUs of 124 cells as
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columns in an array. Four additional columns of check bits are added to provide the
capability to correct up to four cell losses as well as certain other error patterns. The
technique involves incurring a delay of 124 cells at the source and at the destination,
so it is generally appropriate only for non-CTD-sensitive traffic, for example, video
streaming.

9.4.2 AAL2

AAL type 2 (AAL2) was originally intended to provide support for applications that
generate information at a bit rate that varies dynamically with time and that also has
end-to-end timing requirements. The prime example of such an application is video that
when compressed produces a bit stream that varies widely depending on the degree of
detail and the degree of motion in a scene. The development of an AAL for this type of
traffic was never completed and the ITU subsequently began work on the development
of an AAL, also designated type 2, for a different class of applications. We will discuss
this latter AAL in this section.

The new AAL2 is intended for the bandwidth-efficient transfer of low-bit-rate,
short-packet traffic that has a low-delay requirement. In effect the AAL2 adds a third
level of multiplexing to the VP/VC hierarchy of ATM so that two or more low-bit-rate
users can share the same ATM connection. An example where this functionality is
required arises in the transfer of compressed voice information from a base station in a
digital cellular system to its mobile telephone switching office as shown in Figure 9.12.
The low-bit-rate digital streams for individual voice calls need to be transferred in a
timely fashion to the switching office where the actual telephone switching takes place.
The low delay and low bit rate imply that cell payloads would be only partially filled if
each call had its own VC. AAL2 multiplexes the streams from multiple calls to provide
both low delay and high utilization of cell payloads.

Figure 9.13 shows the operation of the AAL2. The AAL2 layer is divided into the
common part sublayer (CPCS) and the service-specific convergence sublayer (SSCS).
In this discussion we focus on the CPCS that transfers CPCS SDUs from a CPCS user at
the source to a CPCS user at the destination. The CPCS provides nonassured operation;

AAL
2

Low-bit-rate,
short voice packets

ATM cells

Mobile
switching

office

FIGURE 9.12 Application scenario for AAL2.
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FIGURE 9.13 AAL2 process.

that is, SDUs may be delivered incorrectly or not at all, as a result of cell losses. The
CPCS can multiplex SDUs from multiple SSCS users. These users can be of different
type and involve different SSCS functions.

User layer packets are transferred to the AAL2 layer as shown in Figure 9.13.
These packets can vary in size, since users can be of different type. The maximum
allowable packet size is 64 bytes. Assuming that the SSCS is not present, a three-byte
header is added to each packet to form a CPCS packet. As shown in Figure 9.14a, the
first byte is the channel identifier (CID) that identifies each user. These AAL channels
are bidirectional, and the same CID is used for both directions. The six higher-order
bits of the next byte are a length indicator that specifies one less than the number of
bytes in the CPCS-packet payload. The remaining two bits of the second byte in the
header specify the packet payload type (PPT). A value of 3 indicates that the CPCS
packet is serving an OAM function. When the value is not 3, the packet is serving
the application-specific functions, for example, the transfer of voice. The higher-order
three bits of the third header byte are the user-to-user indication (UUI). When the PPT
is not 3 the UUI is carried transparently between the SSCS protocol entities. When
the PPT is 3, the UUI is carried transparently between the AAL layer management
entities. The final five bits of the header are check bits that are used to detect errors.
The encoding uses the generator polynomial g(x) = x5 + x2 + 1.

As shown in Figure 9.13, the CPCS packets are concatenated one after another
prior to segmentation into 48-byte ATM SDUs. Each ATM SDU consists of a 1-byte
start field and 47 bytes of CPCS packet bytes or padding (see Figure 9.14b). The start
field provides the offset from the end of the STF to the start of the first CPCS packet
in the SDU or, in the absence of such, the start of the PAD field. The maximum CPCS
packet size is 64 bytes, so a CPCS packet may overlap one or two ATM cell boundaries.
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(a) CPS packet structure
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FIGURE 9.14 CPS packets.

To meet the low-delay requirements, it is possible for the payload in the last cell to be
only partially filled as shown, for example, in the second cell in Figure 9.13.

9.4.3 AAL3/4

In the early ATM standardization efforts, AAL type 3 (AAL3) was intended for appli-
cations that generate bursts of data that need to be transferred in connection-oriented
fashion with low loss, but with no delay requirement. AAL type 4 (AAL4) was simi-
larly intended for connectionless transfer of such data. By convention all connectionless
packets at the UNI use the same VPI/VCI number, so a multiplexing ID was introduced
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in AAL4 to distinguish different packets. The efforts to develop AAL3 and AAL4 were
later combined to produce AAL3/4, which can be used for either connection-oriented
or connectionless transfer. The distinguishing feature of AAL3/4 is that it allows long
messages from multiple users to be simultaneously multiplexed and interleaved in the
same ATM VC.3

AAL3/4 operates in two modes: message mode and stream mode. In message mode
the AAL accepts a single user message for segmentation into ATM payloads, and the
destination delivers the message. In stream mode one or more user PDUs, each as
small as a single byte, are accepted one at a time by the AAL and are subsequently
delivered to the destination without an indication of the boundaries between the original
PDUs. Both modes allow for assured or nonassured operation. In assured operation an
end-to-end protocol is implemented in the SSCS to allow for the error-free delivery of
messages. In nonassured operation, messages may be delivered in error or not at all.

The AAL3/4 process in message mode is shown in Figure 9.15. The user informa-
tion is first passed to the SSCS and then to the CPCS, which adds fill bytes to make the
CPCS payload a multiple of four bytes (32 bits). The CPCS PDU is formed by adding
four bytes of header and four bytes of trailer. The CPCS PDU is passed to the SAR
sublayer, which produces SAR PDUs with 4 bytes of overhead and 44 bytes of payload.
If necessary, the last SAR PDU is padded to fill the payload. Finally the 48-byte SAR
PDUs are passed to the ATM layer.

The CPCS PDU has a header, followed by the CPCS-PDU payload, possibly
with padding, and finally a trailer. The CPCS-PDU payload can have a length of 1
to 65,535 bytes. As shown in Figure 9.16a, the header begins with a one-byte common
part indicator (CPI) field that specifies how subsequent fields are to be interpreted.
Only CPI = 0 has been defined to indicate that the BAsize and Length fields are to be

3See Goralski for a discussion on the merging of AAL3 and AAL4.
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(a) CPCS-PDU format

CPI

ST SN MID SAR-PDU Payload LI CRC

Btag BAsize CPCS-PDU Payload

1 1 2 0–3 1 1 2
(bytes)(bytes)(bytes)

1–65,535

2 4 10 6 10
(bytes) (bits)(bits)

44

Pad AL Etag Length

Header

(b) SAR-PDU format

Header
(2 bytes)

Trailer
(2 bytes)

Trailer

FIGURE 9.16 AAL3/4 CPCS and SAR formats.

interpreted in units of bytes. The one-byte beginning tag (Btag) field and the end tag
(Etag) field are set to the same value at the source and changed for each successive
CPCS PDU. This practice allows the destination to detect when the incorrect header and
trailer have been associated. The two-byte buffer allocation size indication (BAsize)
field informs the destination of the maximum buffer size required to receive the current
CPCS PDU. The padding field contains zero to three pad bytes to make the CPCS PDU
a multiple of four bytes. This approach ensures that the trailer part will be aligned to a
32-bit boundary, making it easier to process the trailer. The alignment field consists of
a byte of zeros to make the trailer four bytes long. The two-byte length field indicates
the length of the payload.

Figure 9.16b shows that the SAR PDU contains a 2-byte header, 44 bytes of payload,
and a 2-byte trailer. The first two bits in the header are the segment type: the value
10 indicates that the PDU contains the beginning of a message (BOM), 00 denotes
continuation of message (COM), 01 indicates end of message (EOM), and 11 indicates
a single-segment message (SSM). The next four bits provide the sequence number
(SN) of the SAR PDU within the same CPCS PDU. The sequence numbers are used to
ensure correct sequencing of cells when the CPCS PDU is rebuilt at the destination. The
remaining 10 bits in the header are for the multiplexing identifier, also called message
identifier, (MID). The MID allows the SAR sublayer to multiplex the messages of up
to 210 AAL users on a single ATM VC. All SAR PDUs of the same CPCS PDU have
the same MID. The six-bit length indicator (LI) in the trailer specifies the size of the
payload. Except for the last cell, all cells for a given CPCS PDU are full, so LI = 44.
The last cell can have LI from 4 to 44. The 10-bit CRC provides for the detection of
errors that may occur anywhere in the PDU.

Figure 9.17 elaborates on how multiplexing is done in AAL3/4. When multiple
users share the same VC, the messages from each user are sent to a different instance of
the AAL. Each such AAL will produce one or more SAR PDUs that are then intermixed
and interleaved prior to being passed to the ATM layer. Thus the SAR PDUs from
different users arrive intermixed at the destination. The MID allows the messages from
each user to be reassembled. Note that the MID can be viewed as setting up a very
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FIGURE 9.17 Multiplexing in AAL3/4.

short term connection within the VC. Each such connection is for the duration of a
single packet transfer and is delimited by the BOM and EOM cells. The MID feature
of AAL3/4 was developed to provide compatibility with the IEEE 802.6 Metropolitan
Area Standard, which provides connectionless LAN interconnection service.

A problem with AAL3/4 is that it is heavy in terms of overhead. Each message
has at least eight bytes added at the CSCP sublayer, and subsequently each ATM cell
payload includes four additional bytes of overhead. The 10-bit CRC and the 4-bit
sequence numbering also may not provide enough protection. These factors led to the
development of AAL5.

9.4.4 AAL5

AAL type 5 (AAL5) provides an efficient alternative to AAL3/4. AAL5 forgoes the
multiplexing capability of AAL3/4 but does support message and stream modes, as
well as assured and nonassured delivery.

Figure 9.18 shows the operation of AAL5. A user PDU is accepted by the AAL
layer and is processed by the SSCS if necessary. The SSCS then passes a block of data
to the CPCS, which attaches 0 to 47 bytes of padding and an 8-byte trailer to produce
a CPCS PDU that is a multiple of 48 bytes. The maximum CPCS-PDU payload is
65,535 bytes.

As shown in Figure 9.19, the trailer contains one byte of UU that is passed trans-
parently between the end-system entities, one byte of CPI that aligns the trailer to eight
bytes, a two-byte LI that specifies the number of bytes of user data in the CPCS-PDU
payload, and a four-byte CRC check to detect errors in the PDU. The SAR sublayer
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segments the CPCS PDU into 48-byte payloads that are passed to the ATM layer. The
SAR also directs the ATM layer to set the PTI field in the header of the last cell of
a CPCS PDU. This step allows the boundary between groups of cells corresponding
to different messages to be distinguished at the destination. Note that unlike AAL3/4,
AAL5 can have only one packet at a time in a VC because the cells from different
packets cannot be intermixed.

AAL5 is much more efficient than AAL3/4, as AAL5 does not add any overhead
in the SAR sublayer. AAL5 does not include sequence numbers for the SAR PDUs
and instead relies on its more powerful CRC checksum to detect lost, misinserted, or
out-of-sequence cells. AAL5 is by far the most widely implemented AAL.

9.4.5 Signaling AAL

The signaling AAL (SAAL) has been standardized as the AAL in the control plane.
The SAAL provides reliable transport for the signaling messages that are exchanged
among end systems and switches to set up ATM VCs.

The SAAL is divided into a common part and a service-specific part as shown in Fig-
ure 9.20. The service-specific part in turn is divided into a service-specific connection-
oriented protocol (SSCOP) and a service-specific coordination function (SSCF). The
SSCF supports the signaling applications above it by mapping the services they require

Information Pad UU CPI Length CRC

42110–470–65,535
(bytes) (bytes)

FIGURE 9.19 AAL5 PDU.
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into the services provided by the SSCOP. SSCF sublayers have been developed for UNI
and NNI.

The SSCOP is a peer-to-peer protocol that provides for the reliable transfer of mes-
sages. It provides for the ordered delivery of messages in either assured or unassured
mode. In assured mode SSCOP uses a form of Selective Repeat ARQ for error recov-
ery. The ARQ protocol is suitable for use in situations that have large delay-bandwidth
products, for example, satellite channels and ATM links. Thus the protocol uses large
window sizes to provide sequence numbers for the transmitted packets. To achieve
bandwidth efficiency, selective retransmission is used. SSCOP makes use of the ser-
vice provided by the convergence sublayer and SAR sublayers of AAL5 as shown in
Figure 9.20. The destination AAL5 layer passes SDUs up to the SSCOP layer only
if their checksum is correct. The SSCOP buffers all such SDUs and looks for gaps in
the SDU sequence. Because ATM is connection-oriented, the SSCOP knows that the
SDUs corresponding to these gaps have errors or have been lost. The sender periodi-
cally polls the receiver to find the status of the receive window. Based on the response
from the receiver, the transmitter then selectively retransmits the appropriate SDUs.
This approach allows SSCOP to ensure that SDUs are retransmitted and that messages
are delivered in the correct order and without errors.

Figure 9.21 shows the structure of the SSCOP PDU. A trailer is added, consisting
of zero to three bytes of padding, a two-bit pad length indicator, a two-bit reserved
(unassigned) field, and a four-bit PDU type field to specify the type of message in the
payload. The payload types include sequenced data messages as well as the poll and
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FIGURE 9.21 SSCOP PDU.
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TABLE 9.3 Features that characterize application requirements.

Feature Application Requirements

Transfer granularity Stream Message
Bit rate Constant Variable
Reliability Nonassured Assured
Accuracy Error tolerant Error intolerant
Delay sensitivity Delay/jitter sensitive Delay/jitter insensitive
Multiplexing Single user Multiple users
Payload efficiency Bandwidth inexpensive Bandwidth expensive

other messages used by the SSCOP protocol. A 24-bit sequence number is provided for
each CPCS PDU. Note that the cell error and loss detection capabilities are provided
by the 32-bit CRC that is used in the AAL5 layers, as per Figure 9.19.

9.4.6 Applications, AALs, and ATM Service Categories

We saw in the previous section that AALs can be called upon to support a wide range of
applications, from emulating a digital transmission line to transferring packet streams
of various types. Table 9.3 lists features that characterize the requirements of various
types of applications. Table 9.4 summarizes the capabilities of the various AALs.

The application/higher layer that operates over the AAL may require that infor-
mation be transferred in the form of a stream or as discrete messages. The transfer
may involve a constant rate of transfer or may vary with time. The application may
be satisfied with a nonassured delivery of information, where there may be occasional
losses or misdeliveries, or it may require high levels of assurance on the correct delivery

TABLE 9.4 Capabilities of the AAL types.

Sublayer Feature AAL1 AAL2 AAL3/4 AAL5 SAAL

SSCS Forward error control Optional Optional Optional Optional No
Error detection and No No Optional Optional SSCOP
retransmission
Timing recovery Optional Optional No Optional No

CPCS Multiplexing No 8-bit CID 10-bit MID No No
Framing structure Yes No No No No
Message delimiting No Yes Yes PTI PTI
Advance buffer allocation No No Yes No No
User-to-user indication No 3 bits No 1 byte No
Overhead 0 3 bytes 8 bytes 8 bytes 4 bytes
padding 0 0 4 bytes 0–44 bytes 0–47 bytes
Checksum No No No 32 bit 32 bit
Sequence numbers No No No No 24 bit

SAR Payload /overhead 46–47 bytes 47 bytes 44 bytes 48 bytes 48 bytes
Overhead 1–2 bytes 1 byte 4 bytes 0 0
Checksum No No 10 bits No No
Timing information Optional No No No No
Sequence numbers 3 bit 1 bit 4 bit No No
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of all information. In the case of nonassured delivery, there may be various degrees of
tolerance to errors in the delivered information. Some applications may be tolerant to
relatively high delays and significant levels of delay variation, whereas other applica-
tions may require tight tolerance in the delay and the jitter. The ability to multiplex
streams/packets from different users is an important requirement in certain settings.
Finally, the demand for efficiency in the use of the cell payload will depend on the cost
of bandwidth in a given setting.

Various combinations of the features in Table 9.3 appear in different applications.
A simple example such as voice can require different combinations of features in dif-
ferent contexts. Voice-based applications are almost always stream oriented. In many
situations these applications are error tolerant. However, the degree of error tolerance
is different when the stream is carrying voice than when it is carrying modem signals
that carry data or fax. Furthermore, as the bit rate of voice signals decreases with com-
pression, the degree of error tolerance also decreases. If silence suppression is used, the
stream becomes variable bit rate rather than constant bit rate. Telephone conversations
between humans requires real-time transfer with low delay and jitter. But voice mail
and voice response applications are much more tolerant of delay. Finally, multiplexing
may be important in voice applications where bandwidth costs are significant, but not
relevant where bandwidth is cheap as in LANs.

Given the diversity of requirements in different voice applications, it is not surpris-
ing that many of the AALs have been adapted for use with different voice applications.
A simple AAL1 has been adapted for the transfer of individual 64 kbps voice calls.
Other versions of AAL1 with structured data transfer (SDT) are intended for handling
multiples of 64 kbps calls. In addition, AAL2 provides the capability to multiplex sev-
eral low-bit-rate voice calls. AAL5 has also been adapted to carry voice traffic. The
rationale here was that AAL5 was required for signaling, so the cost of adding AAL1
could be avoided by operating voice over AAL5.

The choice of which ATM service category to use below the AAL depends on
the performance requirements the AAL is committed to deliver to the service above
it. It also depends on the manner in which the user level passes SDUs to the AAL
because this feature influences the manner in which the cell traffic is generated. Thus
the CBR and the rt-VBR service categories are suitable for applications with a real-time
requirement, for example, voice over AAL5 over CBR. However, under certain network
loading conditions, the other service categories may provide adequate performance.
For example, under low network loads voice over AAL5 over UBR may give adequate
performance. Policing may also be required to ensure that the cell stream produced by
the AAL conforms to the connection contract.

Data transfer applications require different combinations of features in the AAL.
These applications tend to be message oriented and variable in bit rate. Best-effort
(nonassured) service is usually sufficient, but certain applications can require assured
service. Most data transfer applications are relatively insensitive to delays, but it is
possible to conceive of monitoring/control applications that require very low delay. As
indicated above, AAL5 with nonassured service is the most widely deployed AAL.
AAL5 with SSCOP has also been used to provide assured service in the user plane.

Video applications represent a third broad class of applications that include rela-
tively low-bit-rate videoconferencing, for example, n × 64 kbps, to high-quality video
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distribution and video on demand. Delay plays an important part in applications that
involve real-time interactivity. Cell-delay variation plays an important role in almost all
video applications because the receiver must compensate for the CDV and present the
data to the video decoder at very nearly constant rate. This stringent CDV requirement
arises from the manner in which traditional analog television signals deal with the three
color components. Very small errors in synchronization among the color components
have a dramatic impact on the picture quality.

As a concrete example, consider the transport of constant-bit-rate MPEG2 video
in a video-on-demand application. An issue in the design of such a system is whether
the timing recovery should be done by the AAL, by the MPEG2 systems layer,4 or
possibly by a layer in between. Another issue involves the degree of error detection and
correction required and the use of error concealment techniques. Efficiency in the use
of cell payload is also a concern. The recommendation developed by the ATM Forum
addressed the issues as follows. AAL1 was not selected for a number of reasons. The
SRTS capability of AAL1 could not be used because many end systems do not have
access to the common network clock required by the method. The FEC interleaving
technique was deemed to introduce too much delay and to be too costly. On the other
hand, AAL5 is less costly because of its much wider deployment. It was also found that
AAL5 over CBR ATM service could carry MPEG2 transport packets (of 188 bytes each)
with sufficiently low jitter that timing recovery could be done in the MPEG2 systems
layer. The recommendation does not require that the CBR ATM stream coming out of
the video server be shaped to conform to the negotiated CBR parameters.

9.5 ATM SIGNALING

The utility of a network is directly related to the capability to connect dynamically to any
number of destinations. Signaling provides the means for dynamically setting up and
releasing switched virtual connections in an ATM network. The establishment of an end-
to-end connection involves the exchange of signaling messages across a number of in-
terfaces, for example, user-network interface (UNI), network-network interface (NNI),
and broadband intercarrier interface (B-ICI). Signaling standards are required for each
of these interfaces. In this section we focus on the signaling standards for UNI and NNI.

The establishment of dynamic connections requires the ability to identify endpoints
that are attached in the network. This function is provided by network addresses, the
topic of the next section.

9.5.1 ATM Addressing

ATM uses two basic types of addresses: telephony-oriented E-164 addresses intended
for use in public networks and ATM end system addresses (AESAs) intended for use
in private networks. E-164 telephone numbers can be variable in length and have a
maximum length of 15 digits. For example in the United States and Canada, 11-digit

4MPEG video coding is discussed in Chapter 12.
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numbers are used: 1-NPA-NXX-ABCD, for example, 1-416-555-1212. The first 1 is the
ITU assigned country code; the next three digits, NPA, are the area code; the following
three digits, NXX, are the office code; and the final four digits, ABCD, are the subscriber
number. Telephone numbers for other countries begin with a different country code and
then follow a different format.

AESAs are based on the ISO Network Service Access Point (NSAP) format that
consists of 20-byte addresses. The NSAP format has a hierarchical structure as shown
in Figure 9.22. Each address has two parts.

• The initial domain part (IDP) identifies the administrative authority that is responsible
for allocating the addresses in the domain-specific part.

• The domain-specific part (DSP) contains the address allocated by the given authority.

The IDP itself consists of two parts: a one-byte authority and format identifier (AFI)
identifies which structure is to follow and the initial domain identifier (IDI) specifies
the authority that allocates the DSP that follows.

Figure 9.22 shows the format of the three initial types of AESAs: data country code
(DCC) with AFI = 39HEX; international code designator (ICD) with AFI = 47HEX; and
E.164 (contained within the AESA format) with AFI = 45HEX. From Figure 9.22a, it can
be seen that the IDI in the DCC format is 2 bytes long, followed by a 10 byte “higher-
order domain specific part (HO-DSP).” For example, IDI = 840HEX identifies the United
States, for which ANSI administers the DCC addresses. The format used by ANSI is
as follows: the first three bytes identify the organization that uses these addresses, the
next byte is used for other purposes, and the final six bytes are for the organization to
assign. The ICD addresses are administered by the British Standards Institute. The ICD
format, shown in Figure 9.22b, places a four-digit code in the IDI bytes to identify an
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organization, which is then allowed to administer the next 10 bytes. The six-byte end
system identifier (ESI) identifies an end system and usually consists of a MAC address.
The one-byte selector (SEL) can be used by the end system to identify higher-layer
protocol entities that are to receive the traffic. The AESA format for E-164 addresses
is shown in Figure 9.22c. The IDI consists of eight bytes that can hold the 15 digits of
the E-164 address.

E-164 “native” addresses are supported in the public UNI and in the B-ICI. AESAs
are supported in the private UNI and NNI, as well as in the public UNI. The ATM
Forum and other bodies are working on the interworking of these public and private
addresses to provide end-to-end connectivity.

9.5.2 UNI Signaling

The ATM signaling standards are based on the standards developed for telephone
networks. We saw in Chapter 4 that telephone networks use two signaling standards:
ISDN signaling (Q.931) is used in the exchange of call setup messages at the UNI; the
ISUP protocol of Signaling System #7 is used to establish a connection from a source
switch to a destination switch within the network. ATM signaling has developed along
similar lines with signaling procedures developed for the UNI, the NNI, and the B-ICI.
In this section we consider UNI signaling.

ITU-T recommendation Q.2931, derived from Q.931, specifies B-ISDN signal-
ing at the ATM UNI. ATM Forum UNI signaling 4.0 is based on Q.2931. A number
of messages have been defined for use in the setup and release of connections. ATM
connections involve many more parameters than narrowband ISDN involves, so the sig-
naling messages carry special fields, called information elements (IEs), that describe
the user requests. These signaling messages are transferred across the UNI using the
services of the SAAL layer in the control plane. Recall that the SAAL provide re-
liable message transfer using the SSCOP protocol that operates over AAL5. ITU-T
recommendation Q.2130 specifies the SSCF that is used between the Q.2931 signaling
application and SSCOP. The signaling cells that are produced by AAL5 use the default
virtual channel identifier by VPI = 0 and VCI = 5.

Table 9.5 shows the capabilities provided by UNI 4.0. These capabilities are cat-
egorized as being applicable to end-system or switch equipment and as being manda-
tory (M) or optional (O). Point-to-point as well as point-to-multipoint calls are sup-
ported. Point-to-point ABR connections are supported. Signaling of individual QoS
parameters and negotiation of traffic parameters are also supported. The leaf-initiated
join capability allows an end system to join a point-to-multipoint connection with or
without the intervention of the root. Group addressing allows a group of end systems to
be identified. Anycast capability allows the setting up of a connection to an end system
that is part of an ATM group. The reader is referred to ATM Forum UNI 4.0 signaling
specification for details on these capabilities.

Table 9.6 shows a few of the messages used by UNI 4.0 and Q.2931 and their
significance when sent by the host or the network. Each signaling message contains a
call reference that serves as a local identifier for the connection at the UNI. Each message
also contains a number of information elements. These include obvious parameters such
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TABLE 9.5 Capabilities of UNI 4.0.

Number Capability Terminal equipment Switching system

1 Point-to-point calls M M
2 Point-to-multipoint calls O M
3 Signaling of individual QoS parameters O M
4 Leaf-initiated join M M
5 ATM anycast O O
6 ABR signaling for point-to-point calls O (1)
7 Generic identifier transport O O
8 Virtual UNIs O O
9 Switched virtual path (VP) service O O

10 Proxy signaling O O
11 Frame discard O O (2)
12 Traffic parameter negotiation O O
13 Supplementary services – –
13.1 Direct dialing in (DDI) O O
13.2 Multiple subscriber number (MSN) O O
13.3 Calling line identification

presentation (CLIP) O O
13.4 Calling line identification

restriction (CLIR) O O
13.5 Connected identification

presentation (COLP) O O
13.6 Connected line identification

restriction (COLR) O O
13.7 Subaddressing (SUB) O (3)
13.8 User-user signaling (UUS) O O

Notes:
1This capability is optional for public networks/switching systems and is mandatory for private networks/switching
systems.
2Transport of the frame discard indication is mandatory.
3This capability is mandatory for network/switching systems (public and private) that support only native E.164 address
formats.

as calling and called party numbers, AAL parameters, ATM traffic descriptor and QoS
parameters, and connection identifier. Many other mandatory and optional parameters
are defined.

The signaling procedures specify the sequence of message exchanges to establish
and release connections. They also address the handling of many error conditions that

TABLE 9.6 Signaling messages involved in connection setup.

Message Meaning (when sent by host) Meaning (when sent by network)

SETUP Requests that a call be established Indicates an incoming call
CALL PROCEEDING Acknowledges the incoming call Indicates the call request will be

attempted
CONNECT Indicates acceptance of the call Indicates the call was accepted
CONNECT ACK Acknowledges acceptance of the call Acknowledges making the call
RELEASE Requests that the call be terminated Terminates the call
RELEASE COMPLETE Acknowledges releasing the call Acknowledges releasing the call
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FIGURE 9.23 UNI signaling example.

can arise. In Figure 9.23, we consider the simple case of the establishment of a point-
to-point virtual connection using Q.2931.

1. Host A sends a SETUP message on VPI/VCI = 0/5 identifying the destination
(host B) and other parameters specifying details of the requested connection.

2. The first switch analyzes the contents of the SETUP message to see whether it can
handle the requested connection. If the switch can handle the request, the network
returns a CALL PROCEEDING message to the host containing the VPI/VCI for the
first link. It also forwards the SETUP message across the network to the destination.

3. Upon arrival of the SETUP message, the destination sends a CALL PROCEEDING
message.

4. If the destination accepts the call, it sends a CONNECT message that is forwarded
across the network back to host A. The CONNECT messages trigger CONNECT
ACKNOWLEDGE messages from the network and eventually from the source.

5. The connection is now established, and the source and destination can exchange
cells in the bidirectional VC that has been established.

6. Either party can subsequently initiate the termination of the call by issuing a
RELEASE message. This step will trigger RELEASE COMPLETE messages from
the network and from the other party.

A point-to-multipoint connection is established as follows. The root of the con-
nection begins by establishing a connection to the first destination (leaf) by using the
above procedure. It then issues ADD PARTY messages that attach additional destina-
tions (leaves) to the connection. Note that point-to-multipoint connections are unidi-
rectional, so cells can flow only from the root to the leaves.
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FIGURE 9.24 PNNI
contexts.

9.5.3 PNNI Signaling

The ATM Forum has developed the PNNI specification for use between private ATM
switches (private network node interface) and between groups of private ATM switches
(private network-to-network interface) as shown in Figure 9.24. The PNNI specification
includes two types of protocols.

1. A routing protocol that provides for the selection of routes that can meet QoS
requirements (this routing protocol is discussed in the next section).

2. A complementary signaling protocol for the exchange of messages between switches
and between private networks. In this section we consider the signaling protocol.

The PNNI signaling protocol provides for the establishment and release of point-to-
point as well as point-to-multipoint connections. The protocol is based on UNI 4.0 with
extensions to provide support for source routing, for crankback (a feature of the routing
protocol), and for alternate routing of connection requests in the case of connection
setup failure. UNI signaling is asymmetric in that it involves a user and a network.
PNNI modifies UNI signaling to make it symmetric. It also includes modifications in
the information elements to carry routing information.

PNNI uses source routing where the first switch selects the route to the destination.
In Figure 9.25 the source host requests a connection to host B by sending a SETUP
message, using UNI signaling. The first switch carries out the connection admission
control (CAC) function and returns a CALL PROCEEDING message if it can handle
the connection request. The first switch maintains and uses a topology database to
calculate a route to the destination that can meet the requirements of the connection
contract.5 The route consists of a vector of switches that are to be traversed. The SETUP
message propagates across the network, using the source route. Each switch along the
path performs CAC and forwards the SETUP message along the next hop if it can
handle the connection request. It also issues a CALL PROCEEDING message to the
preceding switch along the route. If the destination accepts the call, a connect message
is returned across the network to the source. Connection release proceeds in similar
fashion as shown in the figure.

The PNNI routing protocol introduces hierarchy in the ATM network that pro-
vides a switch with detailed routing information in its immediate vicinity and only

5The PNNI routing protocol includes procedures for distributing the link-state information required to
determine the routes that can meet specific QoS requirements.
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FIGURE 9.25 PNNI signaling example.

summary information about distant destinations. The signaling protocol is somewhat
more complicated than the preceding example because of this hierarchical feature.

9.6 PNNI ROUTING

Routing in ATM networks is a subject that has not been investigated as much as
other ATM areas such as congestion control and switching. The most visible result
on ATM routing comes from the ATM Forum standards work on the private network-
to-network interface (PNNI).6 In this section, we briefly look at the main concepts
behind PNNI routing techniques. Unlike Internet routing, which is divided into intrado-
main and interdomain routing protocols, PNNI works for both cases.

PNNI adopts the link-state philosophy in that each node would know the topology
of the network. However, PNNI adds a new twist to make the routing protocol scalable
so that it can work well for small networks as well for large networks with thousands
of nodes. This goal is achieved by constructing a routing hierarchy, as illustrated in
Figure 9.26.

As shown in the figure, a peer group (PG) is a collection of nodes (physical or
logical) where each maintain an identical view of the group. For example, peer group A.1
consists of three nodes A.1.1, A.1.2, and A.1.3. A PG is abstractly represented in a
higher-level routing hierarchy as a logical group node (LGN). For example, LGN B
represents PG B in the next hierarchy. Note that the definition of PG and LGN is
recursive. At the lowest level a PG is a collection of physical switches connected by
physical links. At higher levels a PG is a collection of LGNs connected by logical links.

6PNNI also stands for private network node interface.
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FIGURE 9.26 Example of PNNI hierarchy.

Each PG contains a peer group leader (PGL) that actually executes the functions of
the logical group nodes for that PG. A PGL summarizes the topological information
within the PG and injects this information into the higher-order group. A PGL also
passes down summarized topological information to its PG. The advantage of using
this hierarchical structure is that each switch maintains only a partial view of the
entire network topology, thereby reducing the amount of routing information kept at
each switch. For example, from the point of view of switch A.1.1, the topology of the
network is shown in Figure 9.27, which is much simpler than that of the entire topology.

PNNI uses source routing to set up connections. First, the source node specifies
the entire path across its peer group, which is described by a designated transit list
(DTL). Suppose that a station attached to switch A.1.1 requests a connection setup to
another station attached to switch B.3. After the source station requests a connection
setup, switch A.1.1 chooses the path to be (A.1.1, A.1.2, A.2, B). In this case three
DTLs organized in a stack will be built by A.1.1 in the call setup:

DTL: [A.1.1, A.1.2] pointer-2
DTL: [A.1, A.2] pointer-1
DTL: [A, B] pointer-1

The current transit pointer specifies which node in the list is currently being visited
at that level, except at the top TDL where the transit pointer specifies the node to be
visited next. Thus the top pointer points to A.1.2 and the other pointers point to A.1
and A respectively.

When A.1.2 receives the call setup message, the switch realizes that the entry in
the top of the stack is exhausted. After removing the top DTL, A.1.2 finds that the next
entry is A.2, which is also its immediate neighbor. The DTLs become

DTL: [A.1, A.2] pointer-2
DTL: [A, B] pointer-1

When A.2.1 receives the call setup message, the switch finds that the target has
been reached, since A.2.1 is in A.2. So A.2.1 builds a route to B, say, through A.2.3
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FIGURE 9.27 Topology seen by switch A.1.1.

and A.2.4, and pushes a new DTL onto the stack:

DTL: [A.2.1, A.2.3, A.2.4] pointer-2
DTL: [A.1, A.2] pointer-2
DTL: [A, B] pointer-1

When A.2.3 receives the call setup message, the switch advances the current transit
pointer and forwards the message to A.2.4. When A.2.4 receives the call setup message,
it finds that the targets at the top two DTLs have been reached. So A.2.4 removes the
top two DTLs and forwards the message with the following DTL to its neighbor:

DTL: [A, B] pointer-2

When B.1 receives the call setup message, B.1 finds that the curernt DTL has been
reached. B.1 builds a new DTL, giving

DTL: [B.1, B.3] pointer-2
DTL: [A, B] pointer-2

When the message reaches its destination, B.3 determines that it is a DTL termi-
nator, since all DTLs are at the end and B.3 is the lowest-level node.

It is possible that a call setup will be blocked when the requested resources at a
switch are not available. PNNI provides crankback and alternate routing. When a
call is blocked at a particular DTL, it is cranked back to the creator of the DTL.

A switch determines the path based on the connection’s traffic descriptor, QoS
requirements, and the resources stored in its database. Because CAC is not standardized,
PNNI uses a generic connection admission control (GCAC) to select a path that is
likely to satisfy the connection’s end-to-end traffic and QoS requirements. GCAC,
however, only predicts the most likely path that can satisfy the connection traffic, since
the information known by the switch may be outdated when the actual call request is
made at other switches along the path.

GCAC requires the following parameters:

• Available cell rate (ACR): A measure of available bandwidth on the link.
• Cell rate margin (CRM): A measure of the difference between the aggregate allocated

bandwidth and sustained rate of the existing connections.
• Variance factor (VF): A relative measure of the CRM normalized by the variance of

the aggregate rate.

When a new connection with peak cell rate PCR and sustained cell rate SCR
requests a connection setup, the GCAC algorithm examines each link along the path

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


9.7 Classical IP Over ATM 697

and performs the following decision:

if PCR ≤ ACR
include the link

else if SCR > ACR
exclude the link

else if [ACR − SCR][ACR − SCR + 2 ∗ CRM] ≥ VF ∗ SCR (PCR − SCR)
include the link

else
exclude the link

The VF is CRM2/VAR, and the variance is given by

VAR =
∑

i

SCR(i)[PCR(i) − SCR(i)]

After the path has been selected, each switch along the path eventually has to
perform its own CAC to decide the acceptance/rejection of the connection request.
Note that GCAC uses VF only in the case SCR < ACR < PCR.

9.7 CLASSICAL IP OVER ATM

The classical IP over ATM (CLIP) model [RFC 2255] is an IETF specification
whereby IP treats ATM as another subnetwork to which IP hosts and routers are at-
tached. In the CLIP model multiple IP subnetworks are typically overlaid on top of an
ATM network. The part of an ATM network that belongs to the same IP subnetwork is
called a logical IP subnetwork (LIS), as shown in Figure 9.28. All members (IP end
systems) in the same LIS must use the same IP address prefix (e.g., the same network
number and subnet number). Two members in the same LIS communicate directly via
an ATM virtual channel connection (VCC).

Each LIS operates and communicates independently of other LISs on the same
ATM network. Communications to hosts outside the LIS must be provided via an
IP router that is connected to the LIS. Therefore, members that belong to different LISs
must communicate through router(s).

Suppose a host (host S) wants to use CLIP to send packets to another host (host D).
When host S sends the first packet to host D in the same LIS, host S knows only the IP
address of host D. To set up a VCC, host S needs to know the ATM address of host D.
Host S resolves the ATM address of host D from the IP address by contacting an ATM
Address Resolution Protocol (ATM ARP) server in the LIS. The ATM address of the
ATM ARP server is configured at each host. When a host boots up, it registers its IP and
ATM addresses to the ATM ARP server on the same LIS. When a host wants to resolve
the ATM address of another host from the IP address, the first host asks the ATM ARP
server for the corresponding ATM address. After the host receives an ATM ARP reply
from the ATM ARP server, the host can establish a VCC to the destination host and
send packets over the VCC. This process involves fragmenting the IP packet into ATM
cells at the source host and the reassembly of the packet at the destination host.

What happens if the destination host belongs to another LIS? In this situation the
source host simply establishes a VCC to the router connected to the same LIS. The router
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FIGURE 9.28 Classical IP
over ATM model.

examines the IP packet, determines the next-hop router, establishes a VCC, and forwards
the packet along to the next router. The process is continued until the router of the LIS
of the destination is reached, and the packet is then delivered to the destination host.

In CLIP, IP packets sent from the source host to the destination host in a different
LIS must undergo routing through the LIS router, even if it is possible to establish a
direct VCC between the two IP members over the ATM network. This requirement
precludes the establishment of a VCC with a specific QoS between end systems.

ATM IS DEAD, LONG LIVE ATM!
The development of ATM standards was a massive effort that attempted to develop
an entire future network architecture from the ground up. BISDN was viewed as a
future multiservice network that could encompass LANs and WANs in a common
framework. Alas, this was not to be.

The ATM connection-oriented networking paradigm emerged at the same time
as the explosion of the World Wide Web. The Web is built on HTTP and the TCP/IP
protocol suite which is decidedly connectionless in its network orientation. ATM to
the user is not what was needed and so the vision of an end-to-end universal ATM
network perished.

ATM technology does have advantages such as facilitating high-speed switching
and enabling the management of traffic flows in the network. For this reason ATM
has found wide application in carrier backbone networks and, to a lesser extent, in
campus networks that require prioritization of traffic flows.

The long-term future of ATM in an all-IP world is uncertain. In effect, it is
possible that ATM may disappear over the longer run, but that many of its inno-
vations in high-speed switching, traffic management, and QoS will survive in an
IP-networking framework.
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SUMMARY

In this chapter we examined the architecture of ATM networks. We discussed the BISDN
reference model and the role of the control plane in setting up ATM connections. We
then examined the structure of the ATM header and its relationship to virtual paths and
virtual connections. The connection setup involves the establishment of a traffic contract
between the user and the network that commits the user to a certain pattern of cell
transmission requests and the network to a certain level of QoS support. We examined
the traffic management mechanisms that allow ATM to provide QoS guarantees across
a network. The various types of ATM service categories to meet various information
transfer requirements were introduced.

We discussed the role of the ATM adaptation layer in providing support for a wide
range of user applications. This support included segmentation and reassembly, reliable
transmission, timing recovery and synchronization, and multiplexing.

We introduced PNNI signaling and its associated routing protocol which are used to
set up connections with QoS guarantees across ATM networks. Finally, we introduced
classical IP over ATM.

CHECKLIST OF IMPORTANT TERMS

alternate routing
ATM adaptation layer (AAL)
ATM Address Resolution

Protocol(ATM ARP)
ATM layer
broadband intercarrier

interface (B-ICI)
classical IP over ATM (CLIP)
common part (CSCP)
control plane
convergence sublayer (CS)
crankback
designated transit list (DTL)

generic connection admission
control (GCAC)

logical IP subnetwork (LIS)
message identifier (MID)
multiplexing identifier
network-network interface (NNI)
private network-to-network

interface (PNNI)
routing hierarchy
segmentation and reassembly (SAR)
service specific part (SSCS)
user-network interface (UNI)
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PROBLEMS

9.1. Suppose that instead of ATM, BISDN had adopted a transfer mode that would provide
constant-bit-rate connections with bit rates given by integer multiples of 64 kbps connec-
tions. Comment on the multiplexing and switching procedures that would be required to
provide this transfer mode. Can you give some reasons why BISDN did not adopt this
transfer mode?

9.2. (a) Compare the bandwidth management capabilities provided by ATM virtual paths to
the capabilities provided by SONET networks.

(b) Can ATM virtual paths be adapted to provide the fault tolerance capabilities of
SONET rings? Explain your answer.

9.3. In Chapter 6 we saw that the performance of MACs for LANs can depend strongly on
the delay-bandwidth product of the LAN. Consider the use of ATM in a LAN. Does the
performance depend on the delay-bandwidth product? If yes, explain how; if no explain
why not? Does the same conclusion apply to any LAN that involves the switching packets,
rather than the use of a broadcast medium?

9.4. Does the performance of ATM depend strongly on the delay-bandwidth product of a
wide-area network? Specifically, consider the performance of ATM congestion control in
a network with large delay-bandwidth product. Does the size of the buffers in the ATM
switches influence the severity of the problem? Give an order of magnitude for the amount
of buffering required in the switches.

9.5. Compare a conventional TDM leased line with an ATM PVC from the user’s point of
view and from the network operator’s point of view. Which features of PVCs make them
attractive from both points of view?

9.6. An inverse multiplexer is a device that takes as input a high-speed digital stream and divides
it into several lower-speed streams that are then transmitted over parallel transmission
lines to the same destination. Suppose that a very high speed ATM stream is to be sent
over an inverse multiplexer. Explain which requirements must be met so that the inverse
demultiplexer produces the original ATM stream.
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9.7. Suppose an ATM switch has 32 input ports and 32 output ports.
(a) Theoretically, how many connections can the switch support?
(b) What are the table lookup requirements for supporting a large number of connections?

Do they limit the practical size on the number of connections that can actually be
supported?

(c) (Optional) Do a web search on content addressable memories (CAMs) and explain
how these can help in addressing the table-lookup problem.

9.8. Explain how the header error checksum can be used to synchronize to the boundary of
a sequence of contiguous ATM cells. What is the probability that an arbitrary five-octet
block will satisfy the header error checksum? Assume bits are equally likely to be 0
or 1. What is the probability that two random five-octet blocks that correspond to two
consecutive headers pass the error check?

9.9. We saw that ATM provides a GFC field in the UNI ATM header. Suppose that several
terminals share a medium to access an ATM network.
(a) Explain why flow control may be required to regulate the access of traffic from the

terminals into the network. Explain how the GFC field can be used to do this task?
(b) Explain how the GFC field can be used as a subaddress to provide point-to-multipoint

access to an ATM network. Does this usage conflict with the flow control requirement?

9.10. The purpose of the header error control (HEC) field is to protect against errors in the
header that may result in the misaddressing and misdelivery of cells. The CRC used in
the ATM header can correct all single errors and can detect (but not correct) all double
errors that occur in the header. Some, but not all, multiple errors in excess of two can also
be detected.
(a) Suppose that bit errors occur at random and that the bit error rate is p. Find the

probability that the header contains no errors, a single error, a double error, more than
two errors. Evaluate these probabilities for p = 10−3, 10−6, 10−9.

(b) Relate the calculations in part (a) to the CMR experienced in such an ATM network.
(c) In practice the bit errors may not always be random, and so to protect against bursts

of errors the following adaptive procedure may be used.
Normally the receiver is in the “correction” mode. If a header is error free, the receiver

stays in this mode; if the receiver detects a single error, the receiver corrects the error and
changes to “detection” mode; if the receiver detects a multiple error, the receiver changes
to HEC error detection mode. If the receiver is in “detection” mode and one or more errors
are detected in the header, then the cell is discarded and the receiver stays in the detection
mode; otherwise, the receiver changes to the correction mode.

Explain why this procedure protects against bursts of errors. If the bit errors are
independent, what is the probability that two consecutive headers contain single errors
and hence that a cell is discarded unnecessarily?

9.11. What is the difference between CER and CLR? Why is one negotiated during connection
setup and the other is not?

9.12. Why does the calculation of CER and CMR exclude blocks that are counted in the SECBR?

9.13. Explain how weighted fair queueing scheduling can be used to affect the CLR and CTD
experienced by cells in an ATM connection.
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9.14. Explain the effect of a single cell loss from a long packet in a situation that uses an end-
to-end ARQ retransmission protocol. Can you think of strategy to deal with such losses?
Can you think of a way to ameliorate the impact of packet retransmission?

9.15. Consider a sequence of ATM cells carrying PCM voice from a single speaker.
(a) What are the appropriate traffic descriptors for this sequence of cells, and what is an

appropriate leaky bucket for policing this stream?
(b) Suppose that an ATM connection is to carry the cell streams for M speakers. What

are appropriate traffic descriptors for the resulting aggregate stream, and how can it
be policed?

9.16. Consider a sequence of ATM cells carrying PCM voice from a single speaker, but suppose
that silence suppression is used.
(a) What are the appropriate traffic descriptors for this sequence of cells, and what is

an appropriate leaky bucket(s) arrangement for policing this stream? Which situation
leads to nonconforming cells?

(b) Suppose that an ATM connection is to carry the cell streams for M speakers. What
are appropriate traffic descriptors for the resulting aggregate stream, and how can it
be policed?

9.17. Suppose that constant-length packets (of size equal to M cells) arrive at a source to be
carried by an ATM connection and that such packets are separated by exponential random
times T. What are the appropriate traffic descriptors for this sequence of cells, and what
is an appropriate leaky bucket(s) arrangement for policing this stream? Which situation
leads to nonconforming cells?

9.18. Explain why each specific set of traffic descriptors and QoS parameters were selected for
each of the ATM service categories.

9.19. Suppose that IP packets use AAL5 prior to transmission over an ATM connection. Explain
the transfer-delay properties of the IP packets if the ATM connection is of the following
type: CBR, rt-VBR, nrt-VBR, ABR, or UBR.

9.20. Proponents of ATM argue that VBR connections provide a means of attaining multiplexing
gains while providing QoS. Proponents of IP argue that connectionless IP routing can
provide much higher multiplexing gains. Can you think of arguments to support each
claim. Are these claims conflicting, or can they both be correct?

9.21. (a) Consider a link that carries connections of individual voice calls using PCM. What
information is required to perform call admission control on the link?

(b) Now suppose that the link carries connections of individual voice calls using PCM but
with silence suppression. What information is required to do call admission control?

9.22. Suppose that an ATM traffic stream contains cells of two priorities, that is, high-priority
cells with CLP = 0 in the headers and low-priority cells with CLP = 1.
(a) Suppose we wish to police the peak cell rate of the CLP = 0 traffic to p0 as well as the

peak rate of the combined CLP = 0 and CLP = 1 traffic to p0+1. Give an arrangement
of two leaky buckets to do this policing. Nonconforming cells are dropped.

(b) Compare the following policing schemes: (1) police CLP = 0 traffic to peak rate p0

and police CLP = 1 traffic to peak rate p1, (2) police the combined CLP = 0 and
CLP = 1 traffic to peak rate p0 + p1. Which approach is more flexible?

(c) Repeat part (a) if CLP = 0 cells that do not conform to the p0 are tagged by changing
the CLP bit to 1. Cells that do not conform to p0+1 are dropped.
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9.23. Suppose that an ATM traffic stream contains cells of two priorities, that is, high-priority
cells with CLP = 0 in the headers and low-priority cells with CLP = 1.
(a) Suppose we wish to police the sustainable cell rate of the CLP = 0 traffic to SCR0

and BT as well as the peak rate of the combined CLP = 0 and CLP = 1 traffic to
p0+1. Give an arrangement of two leaky buckets to do this policing. Nonconforming
cells are dropped.

(b) Repeat part (a) if cells that do not conform to SCR0 and BT are tagged by changing
the CLP bit to 1. Cells that do not conform to p0+1 are dropped.

9.24. Suppose that an ATM traffic stream contains cells of two priorities, that is, high-priority
cells with CLP = 0 in the headers and low-priority cells with CLP = 1. Suppose we wish
to police the peak cell rate and the sustainable cell rate of the combined CLP = 0 and
CLP = 1 traffic. Give an arrangement of two leaky buckets to do this policing. Noncon-
forming cells are dropped.

9.25. Explain how weighted fair queueing might be used to combine the five ATM service
categories onto a single ATM transmission link. How are the different service categories
affected as congestion on the link increases?

9.26. (a) Discuss what is involved in calculating the end-to-end CLR, CTD, and CDV.
(b) Compare the following two approaches to allocating the end-to-end QoS to per link

QoS: equal allocation to each link; unequal allocation to various links. Which is more
flexible? Which is more complex?

9.27. Suppose that an application uses the reliable stream service of TCP that in turns uses IP
over ATM over AAL5.
(a) Compare the performance seen by the application if the AAL5 uses CBR connection;

nrt-VBR connection; ABR connection; UBR connection.
(b) Discuss the effect on the peformance seen by the application if the ATM connection

encounters congestion somewhere in the network.

9.28. Suppose that an ATM connection carries voice over AAL1. Suppose that the packetization
delay is to be kept below 10 ms.
(a) Calculate the percentage of overhead if the voice is encoded using PCM.
(b) Calculate the percentage of overhead if the voice is encoded using a 12 kbps speech-

encoding scheme from cellular telephony.

9.29. Explain how the three-bit sequence number in the AAL1 header can be used to deal with
lost cells and with misinserted cells.

9.30. How much delay is introduced by the two interleaving techniques used in AAL1?

9.31. (a) How many low-bit-rate calls can be supported by AAL2 in a single ATM connection?
(b) Estimate the bit rate of the connection if an AAL2 carries the maximum number of

calls carrying voice at 12 kbps.
(c) What is the percentage of overhead in part (b)?

9.32. Compare the overhead of AAL3/4 with that of AAL5 for a 64K byte packet.

9.33. Discuss the purpose of the error checking that is carried out at the end systems and in
the network for an ATM connection that carries cells produced by AAL3/4. Repeat for
AAL5.
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9.34. Suppose that in Figure 9.17 packets from A and B arrive simultaneously and each pro-
duces 10 cells. Show the sequence of SPDUs produced including segment type, sequence
number, and multiplexing ID.

9.35. Consider SSCOP, the AAL protocol for signaling. Discuss the operation of the Selective
Repeat ARQ procedure to recover from cell losses. In particular, discuss how the protocol
differs from the Selective Repeat ARQ protocol introduced in Chapter 5.

9.36. Can the SSCOP AAL protocol be modified to provide the same reliable stream service
that is provided by TCP? If yes, explain how; if no, explain why not.

9.37. The “cells in frames” proposal attempts to implement ATM on workstations attached to a
switched Ethernet LAN. The workstation implements the ATM protocol stack to produce
cells, but the cells are transmitted using Ethernet frames as follows. The payload of the
Ethernet frame consists of a four-byte CIF header, followed by a single ATM header, and
up to 31 ATM cell payloads.
(a) Find the percentage of overhead of this approach and compare it to standard ATM.
(b) The workstation implements ATM signaling, and the NIC driver is modified to handle

several queues to provide QoS. Discuss the changes required in the Ethernet switch
so that it can connect directly to an ATM switch.

9.38. Compare the size of the address spaces provided by E-164 addressing, AESA addressing,
IPv4 addressing, IPV6 addressing, and IEEE 802 MAC addressing.

9.39. Can IP addresses be used in ATM? Explain why or why not?

9.40. Identify the components that contribute to the end-to-end delay experienced in setting up
an ATM connection using PNNI.

9.41. Describe the sequence of DTLs that are used in setting up a connection from A.1.3 to
A.2.2 in Figure 9.26. Repeat for a connection from B.4 to A.1.2.

9.42. (a) Discuss the differences and similarities between PNNI and OSPF.
(b) Can PNNI be modified to provide QoS routing in the Internet? Explain.

9.43. Compare the hierarchical features of the combination of BGP4 and OSPF with the features
of PNNI.

9.44. Which aspects of the ATM network architecture depend on the fixed-length nature of ATM
cells? What happens if ATM cells are allowed to be variable in length?

9.45. Which aspects of ATM traffic management change if ATM connections must belong to
one of a limited number of classes and if QoS is guaranteed not to individual connections
but the class as a whole? Can VPs play a role in providing QoS to these classes?

9.46. Explain how the ATM architecture facilitates the creation of multiple virtual networks
that coexist over the same physical ATM network infrastructure but that can be operated
as if they were separate independent networks. Explain how such virtual networks can be
created and terminated on demand.
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C H A P T E R 10

Advanced Network Architectures

In the previous two chapters we examined two key network architectures: (1) IPv4 and
its next version IPv6 and (2) ATM. IP has proven to be extremely powerful because
it was designed to provide internetworking capabilities over a variety of underlying
network technologies. However, traditional IP networks can only provide best-effort
service and so cannot readily support applications that require real-time response. ATM,
on the other hand, was designed at the outset to provide end-to-end Quality of Service
(QoS) to support a wide range of services such as voice, data, and video. Nevertheless,
ATM does not have the scalability and cannot achieve the ubiquity of IP. Recent interest
in supporting QoS, scalability, reliability, and other enhancements in IP networks have
spurred proposals for enabling new capabilities in the next-generation IP infrastructures.
In this chapter we consider some proposals that are intended to support QoS, provide
traffic engineering, and support the deployment of new services.

The contents of the present chapter are technology-oriented and evolving in na-
ture. Moreover, due to the rapid advances in technology, today’s preferred solutions
may easily become out-of-date tomorrow as new technology makes alternatives more
desirable. The present chapter introduces a sampling of advanced networking architec-
tures that are being adopted by the industry and believed to have a good chance of being
incorporated into emerging networks. The first part of the chapter discusses QoS for the
Internet. The second part presents promising networking architectures for the packet
and transport networks. The third part describes the protocols that are available for the
transport of multimedia information over packet networks. The chapter is organized as
follows:

1. Integrated services for the Internet. We introduce the integrated services model
for the Internet and describe two services that have been standardized: guaranteed
service for providing real-time delivery guarantees and controlled-load service for
providing low-load performance.

705
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2. RSVP. We present the Resource Reservation Protocol (RSVP), which is used to set
up resource reservations in routers along the intended path of a packet flow.

3. Differentiated services. We describe the differentiated services model that has been
introduced as a scalable approach to provide levels of QoS support in the Internet.

4. Network interconnection models. We consider network interconnection models that
arise when client networks are interconnected through a service network. In par-
ticular, we introduce two interconnection models called the overlay model and the
peer model.

5. MPLS and GMPLS. We present multiprotocol label switching (MPLS), which adopts
the peer model and constitutes a promising architecture for controlling the flow of
packet traffic in a core packet network. We then discuss an extension of MPLS for
nonpacket networks called GMPLS.

6. Real-Time Transport Protocol. We introduce RTP, which operates over UDP and
provides the framework for the transport of multimedia over Internet.

7. Session control protocols. We introduce the Session Initiation Protocol, which
has been designed to work with RTP. We also introduce the ITU-T H.323 recom-
mendation for packet-based multimedia communication systems. We also briefly
discuss the interworking of traditional telephony and corresponding systems in
IP networks.

10.1 INTEGRATED SERVICES IN THE INTERNET

Traditionally, the Internet has provided best-effort service to every user regardless of
its requirements. Because every user receives the same level of service, congestion
in the network often results in serious degradation for applications that require some
minimum amount of bandwidth to function properly. As the Internet becomes univer-
sally available, there is also interest in providing real-time service delivery to some
applications such as IP telephony. Thus an interest has developed in having the Internet
provide some degree of QoS.

To provide different QoS commitments, the IETF developed the integrated
services (intserv) model, which requires resources such as bandwidth and buffers
to be explicitly reserved for a given data flow to ensure that the application receives
its requested QoS. The model requires the use of packet classifiers to identify flows
that are to receive a certain level of service as shown in Figure 10.1. It also requires
the use of packet schedulers to handle the forwarding of different packet flows in a
manner that ensures that QoS commitments are met. Admission control is also required
to determine whether a router has the necessary resources to accept a new flow. Thus
the intserv model is analogous to the ATM model where admission control coupled
with policing are used to provide QoS to individual applications.

The Resource Reservation Protocol (RSVP), which is discussed in Section 10.2,
is used by the intserv model to reserve appropriate resources along the path traversed
by a new flow requesting a QoS service. RSVP essentially informs each router of the
requested QoS, and if the flow is found admissible, each router in turn adjusts its packet
classifier and scheduler to handle the given packet flow.
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FIGURE 10.1 Router model
in integrated services IP.

A flow descriptor is used to describe the traffic and QoS requirements of a flow.
The flow descriptor consists of two parts: a filter specification (filterspec); and a flow
specification (flowspec). The filterspec provides the information required by the packet
classifier to identify the packets that belong to the flow. The flowspec consists of a traffic
specification (Tspec) and a service request specification (Rspec). The Tspec specifies
the traffic behavior of the flow in terms of a token bucket as discussed in Chapter 7. The
Rspec specifies the requested QoS in terms of bandwidth, packet delay, or packet loss.

The intserv model introduces two new services: guaranteed service and controlled-
load service.

10.1.1 Guaranteed Service

The guaranteed service in the Internet can be used for applications that require real-
time service delivery. For this type of application, data that is delivered to the application
after a certain time limit is generally considered worthless. Thus guaranteed service
has been designed to provide a firm bound on the end-to-end packet delay for a flow.
How does guaranteed service provide a firm delay bound?

Let b be the token-bucket size and r be the token rate. Recall that from Sec-
tion 7.8.1, if a flow is shaped by a (b, r) token bucket and is guaranteed to receive at
least R bits/second, then the delay experienced by the flow will be bounded by b/R
with a fluid flow model, assuming that R > r . This delay bound has to be adjusted by
error terms accounting for the deviation from the fluid flow model in the actual router
or switch, as indicated by Equation (7.24).

To support guaranteed service, each router must know the traffic characteristics of
the flow and the desired service. Based on this information, the router uses admission
control to determine whether a new flow should be accepted. Once a new flow is
accepted, the router should police the flow to ensure compliance with the promised
traffic characteristics.
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10.1.2 Controlled-Load Service

The controlled-load service is intended for adaptive applications that can tolerate
some delay but that are sensitive to traffic overload conditions. These applications
typically perform satisfactorily when the network is lightly loaded but degrade sig-
nificantly when the network is heavily loaded. Thus the controlled-load service was
designed to provide approximately the same service as the best-effort service in a
lightly loaded network regardless of the actual network condition. The above inter-
pretation is deliberately imprecise for a reason. Unlike the guaranteed service that
specifies a quantitative guarantee, the controlled-load service is qualitative in the sense
that no target values on delay or loss are specified. However, an application requesting
a controlled-load service can expect low queueing delay and low packet loss, which is
a typical behavior of a statistical multiplexer that is not congested. Because of these
loose definitions of delay and loss, the controlled-load service requires less implementa-
tion complexity than the guaranteed service requires. For example, the controlled-load
service does not require the router to implement a sophisticated per-flow scheduling
algorithm.

As in the guaranteed service, an application requesting a controlled-load service
has to provide the network with the token bucket specification of its flow. The network
uses admission control and policing to ensure that enough resources are available for
the flow. Flows that conform to the token bucket specification should be served with
low delay and low loss. Flows that are nonconforming should be treated as best-effort
service.

10.2 RSVP

The resource ReSerVation Protocol (RSVP) was designed as an IP signaling protocol
for the intserv model. RSVP allows a host to request a specific QoS resource for a
particular flow and enables routers to provide the requested QoS along the path(s) by
setting up appropriate states.1

Because IP traditionally did not have any signaling protocol, the RSVP designers
had the liberty of constructing the protocol from scratch. RSVP has the following
features:

• Performs resource reservations for multicast (multipoint-to-multipoint) applications,
adapting dynamically to changing group membership and changing routes. Unicast
applications are handled as a special case.

• Requests resources in one direction from a sender to a receiver (i.e., a simplex resource
reservation). A bidirectional resource reservation requires both end systems to initiate
separate reservations.

• Requires the receiver to initiate and maintain the resource reservation.

1RSVP can be extended for use in other situations. For example, RSVP has been proposed to set up
connections and install state related to forwarding in MPLS [RFC 3209] and in GMPLS.
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• Maintains soft state at each intermediate router: A resource reservation at a router
is maintained for a limited time only, and so the sender must periodically refresh its
reservation. If a certain reservation is not refreshed within a certain time-out period,
the corresponding state is deleted and the resource is released.

• Does not require each router to be RSVP capable. Non-RSVP-capable routers use a
best-effort delivery technique.

• Provides different reservation styles so that requests may be merged in several ways
according to the applications.

• Supports both IPv4 and IPv6.

To enable resource reservations an RSVP process (or daemon) in each node has to
interact with other modules, as shown in Figure 10.2. If the node is a host, then the
application requiring a QoS delivery service first has to make a request to an RSVP
process that in turn passes RSVP messages from one node to another. Each RSVP
process passes control to its two local control modules: policy control and admission
control. The policy control determines if the application is allowed to make the reser-
vation. Relevant issues to be determined include authentication, accounting, and access
control. The admission control determines whether the node has sufficient resources
to satisfy the requested QoS. If both tests succeed, parameters are set in the classifier
and packet scheduler to exercise the reservation. If one of the tests fails at any node, an
error notification is returned to the originating application.

In the RSVP parlance a session is defined to be a data flow identified by a destination
and a transport-layer protocol. Specifically, an RSVP session is defined by its destination
IP address, IP protocol number, and optionally, destination port. The destination IP
address can be unicast or multicast. The optional destination port may be specified by
a TCP or UDP port number. Within a session there can be more than one sender, and so
in the general multicast case a single RSVP session involves packet flows from multiple
senders to multiple receivers as indicated in Figure 10.3 where the cloud represents
the mesh of multicast delivery paths determined by the multicast routing protocol. In
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FIGURE 10.3 Packet flow in an RSVP session.

the figure every packet produced by sender Si is delivered to every receiver Rx j in the
session. In the case of a unicast distribution session there is only one receiver.

An RSVP reservation request consists of a flowspec and a filterspec. The flowspec
is used to set parameters in the node’s packet scheduler. Generally, the parameters
include a service class, an Rspec (R for reserve) that defines the requested QoS, and
a Tspec (T for traffic) that describes the sender’s traffic characteristics. The filterspec
specifies the set of packets that can use the reservation and is used to set parame-
ters in the packet classifier. The set of packets is typically defined in terms of one
or more sender IP addresses and sender ports that are allowed to share the reserved
resources.

10.2.1 Receiver-Initiated Reservation

RSVP adopts the receiver-initiated reservation principle, meaning that the receiver
rather than the sender initiates the resource reservation. This principle is similar in spirit
to many multicast routing algorithms where each receiver joins and leaves the multicast
group independently without affecting other receivers in the group. The main motivation
for adopting this principle is because RSVP is primarily designed to support multiparty
conferencing with heterogeneous receivers. In this environment the receiver actually
knows how much bandwidth it needs. If the sender were to make the reservation request,
then the sender must obtain the bandwidth requirement from each receiver. This may
cause an implosion problem for large multicast groups.

One problem with the receiver-initiated reservation is that the receiver does not
directly know the path taken by data packets. RSVP solves this by introducing Path
messages that originate from the sender and travel along the unicast/multicast routes
towards the receiver(s). The main purposes of the Path message are to store the “path
state” in each node along the path and to carry information regarding the sender’s traffic
characteristics and the end-to-end path properties. The path state includes the unicast IP
address of the previous RSVP-capable node. The Path message contains the following
information:

• Phop: The address of the previous-hop RSVP-capable node that forwards the Path
message.

• Sender template: The sender IP address and optionally the sender port.
• Sender Tspec: The sender’s traffic characteristics.
• Adspec: Information used to advertise the end-to-end path to receivers. The contents

of the Adspec may be updated by each router along the path.
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Upon receiving the Path message, the receiver sends a Resv message in a unicast fashion
towards the sender along the reverse path that the data packets use. A Resv message
carries reservation requests to the routers along the path.

Figure 10.4 illustrates the traces of Path and Resv messages. When sender S has
data to send to receiver Rx, S sends Path messages periodically toward Rx along the
path determined by the routing protocol. The nodes that receive the Path message
record the state of the path. When Rx receives a Path message, Rx can begin installing
the reservation by sending a Resv message along the reverse path. The IP destination
address of a Resv message is the unicast address of a previous-hop node, obtained from
the path state. RSVP messages are sent as “raw” IP datagrams with protocol number 46.
However, it is also possible to encapsulate RSVP messages as UDP messages for hosts
that do not support the raw I/O capability.

10.2.2 Reservation Merging

When there are multiple receivers, the resource is not reserved for each receiver but is
shared up to the point where the paths to different receivers diverge. From the receiver’s
point of view, RSVP merges the reservation requests from different receivers at the point
where multiple requests converge. When a reservation request propagates upstream
toward the sender, it stops at the point where there is already an existing reservation
that is equal to or greater than that being requested. The new reservation request is
merged with the existing reservation and is not forwarded further. This may reduce the
amount of RSVP traffic appreciably when there are many receivers in the multicast tree.
Figure 10.5 illustrates the reservation merging example. Here the reservation requests
from Rx1 and Rx2 are merged at R3, which are in turn merged at R2 with the request
coming from Rx3.
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FIGURE 10.5 Merging reservations.
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10.2.3 Reservation Styles

A reservation request specifies a reservation style that indicates whether senders in the
session have distinct or shared resource reservations and whether senders are selected
according to an explicit list. The following three examples show how the need for
different reservation styles comes about.

EXAMPLE Audioconferencing

An audioconference meeting in which only one participant is allowed to speak by an
automated moderator. In this case, only enough bandwidth to support one voice signal is
required at every link that connects senders to receivers; that is, the reserved bandwidth
is shared by all the senders.

EXAMPLE Videoconferencing

A videoconference meeting in which each of the N participants receives a video image
of the other N − 1 participants in the meeting. In this case, each sender must have
reserved bandwidth on every link that connects it to every receiver, and so no bandwidth
is shared.

EXAMPLE Videostreaming

A broadcast of a layered-encoded video stream in which different receivers can receive
and display video images at different qualities. For example, layered-encoded video may
be organized so that the lowest quality level requires 128 kbps, the next higher quality
adds an additional 256 kbps, and the premium quality adds an additional 1.152 Mbps.
The amount of bandwidth that needs to be reserved in a given link is the amount required
by the highest quality level that traverses the link.

Three reservation styles are defined in RSVP: wildcard filter, fixed-filter, and shared-
explicit. Figure 10.6 shows a router configuration somewhere in a distribution tree
for the purpose of distinguishing different reservation styles. Three senders and three
receivers are attached to the router. It is assumed that packets from S1, S2, and S3 are
forwarded to both output interfaces.

The wildcard-filter (WF) style creates a single reservation that is shared by all
senders in the session. This style can be thought of as a shared pipe whose resource

S1

S2, S3

a c

b d

R1

R2

R3

Router

FIGURE 10.6 Example for different
reservation styles.
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reservation example.

is the largest of the resource requests from all receivers, independent of the number of
senders. The WF-style reservation request is symbolically represented by WF(*{Q}),
where the asterisk denotes wildcard sender selection and Q denotes the flowspec. WF
style is suitable for applications that are unlikely to have multiple senders transmitting
simultaneously. Such applications include the audioconferencing example (page 822).

Figure 10.7 shows the WF-style reservation. For simplicity, the flowspec is assumed
to be of one-dimensional quantity in multiples of some base resource quantity B.
Interface (c) receives a request with a flowspec of 4B from a downstream node, and
interface (d) receives two requests with flowspecs of 3B and 2B. The requests coming
from interface (d) are merged into one flowspec of 3B so that this interface can support
the maximum requirement. When forwarded by the input interfaces, the requests from
interfaces (c) and (d) are further merged into a flowspec of 4B. The audioconference
example corresponds to the case where all receivers request the same resource quantity.

The fixed-filter (FF) style creates a distinct reservation for each sender. Symboli-
cally, this reservation request can be represented by FF(S1{Q1}, S2{Q2}, . . . ), where Si
is the selected sender and Qi is the resource request for sender i . The total reservation
on a link for a given session is the sum of all Qi’s. The videoconferencing example
(page 822) corresponds to this reservation style.

Figure 10.8 shows the FF-style reservation. Interface (c) receives a request with
a flowspec of 4B for sender S1 and 5B for sender S2 and forwards FF(S1{4B}) to
(a) and FF(S2{5B}) to (b). Note that the FF-style reservation is shared by all destinations.
Interface (d) receives two requests: FF(S1{3B}, S3{B}) and FF(S1{B}). Interface (d)
then reserves 3B for S1 and B for S3 and forwards FF(S1{3B}) to (a) and FF(S3{B}) to
(b). Interface (a) then merges the two requests received from (c) and (d) and forwards

FF(S1{4B}) FF(S1{4B}, S2{5B})

Send Reserve Receive

FF(S2{5B}, S3{B})
FF(S1{3B}, S3{B})
FF(S1{B})

(a) (c)
S1{4B}
S2{5B}

S1{3B}
S3{B}

(b) (d)

FIGURE 10.8 Fixed-filter reservation example.
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SE(S1{3B}) SE((S1, S2){B})

Send Reserve Receive

SE((S2, S3){3B})
SE((S1, S3){3B})
SE(S2{2B})

(a) (c)(S1, S2){B}

(S1, S2, S3)
{3B}

(b) (d)

FIGURE 10.9 Shared-explicit reservation example.

FF(S1{4B}) upstream. Interface (b) packs the two requests from (c) and (d) and forwards
FF(S2{5B}, S3{B}) upstream.

The shared-explicit (SE) style creates a single reservation shared by a set of
explicit senders. Symbolically, this reservation request can be represented by SE(S1,
S2, . . . {Q}), where Si is the selected sender and Q is the flowspec.

Figure 10.9 shows the SE-style reservation. When reservation requests are merged,
the resulting filter spec is the union of the original filter specs, and the resulting flowspec
is the largest flowspec. This example corresponds to the layered-encoded videostream-
ing example.

10.2.4 Soft State

The reservation states that are maintained by RSVP at each node are refreshed period-
ically by using Path and Resv messages. When a state is not refreshed within a certain
time-out period, the state is deleted. This type of state that is maintained by a timer is
called soft state as opposed to hard state where the establishment and teardown of a
state are explicitly controlled by signaling messages.

Because RSVP messages are delivered as IP datagrams with no reliability require-
ment, occasional losses can be tolerated as long as at least one of the K consecutive
refresh messages gets through. Currently, the default value of K is 3. Refresh mes-
sages are transmitted once every R seconds, where the default value is 30 seconds. To
avoid periodic message synchronization, the actual refresh period for each message
should be randomized, say, using a uniform distribution in the range of [0.5R, 1.5R].
Each Path and Resv message carries a TIME VALUES object containing the refresh
period R. From this value, a local node can determine its state lifetime L , which is
L ≥ 1.5 × K × R.2

There is a trade-off between the refresh traffic overhead period and recovery time.
The amount of refresh traffic overhead is (Path size + Resv size)/R bits/second. A
short refresh period increases the refresh traffic overhead, while a long refresh period
lengthens the recovery time.

Although a time-out will eventually occur in a path or reservation state if the cor-
responding refresh message is absent, RSVP can speed up state removals by utilizing

2The RSVP specification instead gives this formula: L ≥ (K + 0.5) × 1.5 × R.
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Flags Message Type

ReservedSend_TTL

RSVP Checksum

RSVP Length

Version

0 4 8 16 31

FIGURE 10.10 Format of common header.

teardown messages. There are two types of teardown messages: PathTear and
ResvTear. A PathTear message travels from the point of origin, following the same
paths as the Path messages towards the receivers, deleting the path state and dependent
reservation state along the paths. A ResvTear message travels from the point of origin
towards the upstream senders, deleting the reservation state along the way.

10.2.5 RSVP Message Format

Each RSVP message consists of a common header and a body consisting of a variable
number of objects that depends on the message type. The objects in the message provide
the information necessary to make resource reservations. The format of the common
header is shown in Figure 10.10. The current protocol version is 1, and no flag bits are
currently defined. The seven message types are Path, Resv, PathErr, ResvErr, PathTear,
ResvTear, and ResvConf.

The RSVP checksum uses the one’s complement algorithm common in TCP/IP
checksum computation. The Send TTL represents the IP TTL value with which the
message was sent. It can be used to detect a non-RSVP hop by comparing the Send
TTL value in the RSVP common header and the TTL value in the IP header. The RSVP
length field indicates the total length of the RSVP message in octets, including the
common header.

The format of the objects that follow the common header is shown in Figure 10.11.
The length field indicates the total object length in octets. The length must be a multiple
of four.

The Class-Num field identifies the object class. The C-Type value identifies the
subclass of the object. The following object classes are defined:

NULL: A NULL object is ignored by the receiver.
SESSION: A SESSION object specifies the session for the other objects that

follow. It is indicated by the IP destination address, IP protocol number, and
destination port number. The session object is required in every message.

C-TypeClass-NumLength

0 16 24 31

(Object contents)

FIGURE 10.11 Format of each object.
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RSVP HOP: This object carries the IP address of the RSVP-capable router that
sent this message. For downstream messages (e.g., Path from sender to receiver)
this object represents the previous hop; for upstream messages (e.g., Resv from
receiver to sender) this object represents the next hop.

TIME VALUES: This object contains the value of the refresh period R.
STYLE: This object defines the reservation style information that is not in the

flowspec or filterspec objects. This object is required in the Resv message.
FLOWSPEC: This object defines the desired QoS in a Resv message.
FILTER SPEC: This object defines the set of packets that receive the desired QoS

in a Resv message.
SENDER TEMPLATE: This object provides the IP address of the sender in a

Path message.
SENDER TSPEC: This object defines the sender’s traffic characteristics in a Path

message.
ADSPEC: This object carries end-to-end path information (OPWA)3 in a Path

message.
ERROR SPEC: This object specifies errors in PathErr and ResvErr, or a confir-

mation in ResvConf.
POLICY DATA: This object carries policy information that enables the policy

module in a node to determine whether a request is allowed.
INTEGRITY: This object carries cryptographic and authentication information

that is used to verify the contents of an RSVP message.
SCOPE: This object provides an explicit list of senders that are to receive this

message. The object may be used in Resv, ResvErr, or ResvTear messages.
RESV CONFIRM: This object carries the receiver IP address that is to receive

the confirmation.

RSVP messages are built from a common header followed by a number of objects. For
example, the format of a Path message is given as follows:

<Path message> ::= <Common Header>[<INTEGRITY>]
<SESSION><RSVP_HOP><TIME_VALUES>[<POLICY_DATA> ...]
[<sender descriptor>]

<sender descriptor> ::= <SENDER_TEMPLATE><SENDER_TSPEC>[<ADSPEC>]

Another important example is the Resv message, which is given as follows:

<Resv message> ::= <Common Header>[<INTEGRITY>]
<SESSION><RSVP_HOP><TIME_VALUES>
[<RESV_CONFIRM>][<SCOPE>][<POLICY_DATA> ...]
<STYLE><flow descriptor list>

The flow descriptor list depends on the reservation styles. For wildcard-filter (WF)
style, the list is

<flow descriptor list> ::= <WF flow descriptor>
<WF flow descriptor> ::= <FLOWSPEC>

3OPWA stands for one pass with advertising. It refers to a reservation model in which downstream messages
gather advertisement information that the receiver(s) can use to learn about the end-to-end service.
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For fixed-filter (FF) style, the list is given by

<flow descriptor list> ::= <FLOWSPEC><FILTER_SPEC> |
<flow descriptor list><FF flow descriptor>

<FF flow descriptor> ::= [<FLOWSPEC>] <FILTER_SPEC>

For shared-explicit (SE) style, the flow descriptor list is given by

<flow descriptor> ::= <SE flow descriptor>
<SE flow descriptor> ::= <FLOWSPEC><filter spec list>

<filter spec list> ::= <FILTER_SPEC> |
<filter spec list><FILTER_SPEC>

10.3 DIFFERENTIATED SERVICES

The intserv model was a first step toward providing QoS in the Internet. However, the
intserv model requires a router to keep a flow-specific state for each flow that the router
is maintaining. This requirement raises some concerns. First, the amount of state infor-
mation increases proportionally with the number of flows. Thus routers may need large
storage spaces and high processing power. Second, the intserv model may make the
routers much more complex, since they need to implement the RSVP protocol, admis-
sion control, packet classifier, and especially a per flow packet-scheduling algorithm.
Because of the scalability and complexity issues associated with the intserv model,
IETF has introduced another service model called the differentiated services (DS)
or (diffserv) model, which is intended to be simpler and more scalable. Scalability is
achieved in two ways. First, per flow service is replaced with per aggregate service.
Second, complex processing is moved from the core of a network to the edge.

Unlike the intserv model, which requires an application to make a resource reserva-
tion for each flow, the diffserv model aggregates the entire customer’s requirement for
QoS. A customer or organization wishing to receive differentiated services must first
have a service level agreement (SLA) with its service provider. An SLA is a service
contract between a customer and a service provider that specifies the forwarding ser-
vice that the customer will receive. An SLA includes a traffic conditioning agreement
(TCA), which gives detailed service parameters such as service level, traffic profile,
marking, and shaping. An SLA can be static or dynamic. Static SLAs are negotiated on
a relatively long-term basis (e.g., weekly or monthly) between the humans representing
the customer and the provider. Dynamic SLAs change more frequently, and thus must
use a protocol such as a “bandwidth broker” to effect SLA changes.

If a customer wishes to receive different service levels for different packets, it
needs to mark its packets by assigning specific values in the type-of-service (TOS)
field (renamed to the DS field) in accordance with the requested service treatments.4

Packet marking at the customer premises may be done at a host or at a customer’s
router as shown in Figure 10.12. In the diffserv model, different values of DS field
correspond to different packet forwarding treatments at each router, called the per-hop

4Please refer to Figure 8.4 for the placement of the TOS/DS field within the IP header.
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Local DS domain B: Border DS router
C: Interior DS router
A: Access DS router
H: Host
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FIGURE 10.12 Router types in differentiated services.

behaviors (PHBs). Unlike the intserv model whereby the router reserves some re-
sources for each flow, the router in the diffserv model only allocates resources on an
aggregate basis for each PHB.

To ensure that the traffic entering the service provider’s network conforms to the
rules specified in the TCA, the ingress router (entry border router) in the provider’s net-
work needs to support traffic classification and traffic conditioning. A traffic classifier
performs traffic classification by matching the content of some portion of the packet
header with some pre-defined sets so that packets can be directed to appropriate data
paths (e.g., appropriate buffers) inside a router to receive appropriate treatments. The
content may come from the DS field. It may also come from multiple fields consisting
of IP source address, IP destination address, protocol ID number, source port num-
ber, and destination port number. A traffic conditioner performs traffic conditioning
by combining elements such as metering, marking, shaping, and dropping. Detailed
elements of a traffic conditioner are described in Section 10.3.3.

10.3.1 DS Field

A diffserv-capable router in the interior of a network relies on the value of the DS field
of each packet and uses buffer management and scheduling mechanisms to deliver the
specific PHB. The value of the DS field is set at network boundaries.

The DS field is intended to supersede the existing definitions of the IPv4 TOS octet
and the IPv6 traffic class octet. As shown in Figure 10.13, six bits of the DS field are
used as a differentiated services codepoint (DSCP) to indicate the PHB a packet should
experience at each node. The other two bits in the octet are currently unused (CU) and
should be ignored by a router.

0 6

DSCP CU

7 FIGURE 10.13 The structure of the
DS field.
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A diffserv-capable router uses the entire six-bit DSCP field as a table index to a
particular packet-handling mechanism. Although implementations are encouraged to
use the recommended DSCP-to-PHB mappings, network operators may choose a dif-
ferent DSCP for a given PHB. In such a case, the operator may need to re-mark the
codepoint at the administrative boundary of its network.

To maintain some form of backwards compatibility with current TOS practice,
certain codepoints are reserved. In particular, a default PHB codepoint of 000000
remains for use for conventional best-effort traffic, and the codepoint 11x000 is for
network control traffic. If a packet is received with an unrecognized codepoint, the
packet will be forwarded as if it were marked with the default PHB codepoint.

10.3.2 Per-Hop Behaviors

The standard best-effort treatment that routers perform when forwarding traffic is de-
fined as the default (DE) PHB. To provide additional classes of service, the IETF has
defined additional PHBs. So far two additional PHBs have been defined: the expedited
forwarding PHB and assured forwarding PHB.

Expedited Forwarding PHB (EF PHB) provides a low-loss, low-latency, low-
jitter, assured-bandwidth, end-to-end service through DS domains. To the end hosts,
the service received by using EF PHB is equivalent to a “virtual leased line.” Such
service is often called a “premium service.”

To ensure very low latency and assured bandwidth, the aggregate arrival rate of
packets with EF PHB at every router should be less than the aggregate minimum allowed
departure rate. Thus every router must be configured with a minimum departure rate
for EF PHB independent of other traffic. In addition, the aggregate arrival rate must
be shaped and policed so that it is always less than the minimum configured departure
rate. The observant reader would notice that the service obtained using EF PHB is
essentially equivalent to CBR service in ATM.

Packets that are marked as EF PHB are encoded with codepoint 101110. When
EF packets enter a router, they are placed in a queue that is expected to be short and
served quickly so that EF traffic maintains significantly lower levels of latency, packet
loss, and jitter. Several types of queue-scheduling mechanisms such as priority queueing
and weighted fair queueing may be adopted to implement the EF PHB. Note that the
diffserv model specifies the PHB but not the mechanism to provide it.

Assured Forwarding PHB (AF PHB) delivers the aggregate traffic from a partic-
ular customer with high assurance (i.e., high probability of the traffic being delivered
to the destination) as long as the aggregate traffic does not exceed the traffic profile
(e.g., the subscribed information rate). The customer, however, is allowed to send its
traffic beyond the traffic profile with the caveat that the excess traffic may not be given
high assurance. Unlike EF PHB, AF PHB is not intended for low-latency, low-jitter
applications.

Four independent AF classes in the AF PHB group have been defined to offer several
levels of forwarding assurances. Within each AF class, packets are assigned to one of
three possible drop-precedence values. If there is congestion in a router, the drop prece-
dence of a packet determines the relative importance of the packet within the AF class.
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A router must maintain the sequence of IP packets of the same microflow (that is, appli-
cation flow) belonging to the same AF class regardless of the drop precedence values.

An IP packet associated with AF class i and drop precedence j is marked with
AF codepoint AFij. The recommended values of the AFij codepoints are as follows:
AF11 = 001010, AF12 = 001100, AF13 = 001110, AF21 = 010010, AF22 = 010100,
AF23 = 010110, AF31 = 011010, AF32 = 011100, AF33 = 011110, AF41 = 100010,
AF42 = 100100, AF43 = 100110. Within each AF class, the codepoint AFx1 yields
lower loss probability than the codepoint AFx2, which in turn yields lower loss proba-
bility than the codepoint AFx3.

One service that the AF PHB group can implement is the olympic service, which
consists of three service classes: bronze, silver, and gold. The objective is to assign
packets to these three classes so that packets in the gold class experience lighter load
than packets in the silver class and in the bronze class. The bronze, silver, and gold
service classes can be mapped to the AF classes 1, 2, and 3, respectively. Packets within
each class may be further mapped to one of the three drop-precedence values.

RED AND RIO BUFFER MANAGEMENT
The different packet drop precedence levels in differentiated services IP indicate
that packets are to receive different priorities in accessing buffers during periods
of congestion. In Chapter 7 we presented buffer management techniques based on
queue-size allocation and queue-threshold admission policies, including Random
Early Detection (RED) that can be used with packet flows generated by sources that
can adapt to congestion. The prime example of such flows are packets generated by
TCP sources.

[Clark and Fang 1998] proposed an extension of RED to provide different
levels of drop precedence for two classes of traffic. The algorithm is called RED with
IN/OUT or RIO for short. Packets are classified as being inside (IN) or outside (OUT)
depending on whether they conform to some profile. Two average queue lengths are
maintained: QIN the average number of IN packets, and QT the average number of
total (IN + OUT) packets in the buffer. IN packets are dropped according to a RED
algorithm that is based on QIN and corresponding packet-dropping thresholds. OUT
packets are dropped according to QT and corresponding thresholds. The thresholds
and packet-dropping probabilities are selected so that OUT packets are dropped more
aggressively than IN packets. Consequently as congestion sets in, OUT packets will
be more likely to be dropped. RIO and RIO-like algorithms can therefore be used
to provide different levels of packet-drop precedence.

10.3.3 Traffic Conditioner

Traffic conditioning is an essential function of a diffserv-capable router. This section
describes the elements that can be combined to perform traffic conditioning. These
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FIGURE 10.14 The
functional diagram of a traffic
conditioner.

elements include meters, markers, shapers, and droppers. Figure 10.14 shows the block
diagram of a traffic conditioner.

A border router uses a traffic classifier to identify the service class that should be
given to the traffic. Once the traffic is classified, it is typically submitted to a meter. The
meter measures the traffic to check conformance to a traffic profile, such as the rate
and burst size, and provides inputs to other elements. There are various types of meters.
The most common one is the token bucket meter that can be used to check conformance
against peak rate, average rate, maximum burst size, and other traffic parameters.

A marker sets the DSCP in a packet header. Markers may perform marking on
unmarked packets (DSCP = 000000) or may re-mark previously marked packets. Traf-
fic that is deemed to be nonconforming may be re-marked to a lower service level.
Marking can also be provided by the service provider as a value-added service. For ex-
ample, the service provider may mark the customer’s traffic based on certain multifield
classification.

A shaper delays packets so that the traffic at the output of a shaper is compliant
with the traffic profile. Ingress routers may shape the incoming traffic that is deemed
noncompliant to protect the DS domain. Egress routers may shape the outgoing traffic
before it is forwarded to a different provider’s network. This type of shaper ensures that
the traffic will conform to the policing action in the subsequent network.

A dropper discards traffic that violates its traffic profile. A dropper may be thought
of as a shaper with zero buffer size.

10.3.4 Bandwidth Broker

In Sections 10.3.2 and 10.3.3 we have introduced several service classes and mech-
anisms for providing differentiated services. The problem remains of allocating and
controlling the bandwidth within a diffserv domain so that the objectives of an orga-
nization are met. One possible approach is to have users individually decide which
service to use, but this approach is unlikely to achieve the desired objectives. Another
approach is to have an agent for each domain, called a bandwidth broker, that tracks
the current allocation of traffic to various services and that handles new requests for
service according to organizational policies and the current state of traffic allocation
[Nichols 97].

A bandwidth broker manages the bandwidth in a domain in several ways. It is
responsible not only for the allocation of traffic to the various service classes within the
domain but also for the setting up of packet classifiers and meters in the edge routers.
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The bandwidth broker maintains a policy database that specifies which users are allowed
to request what services at what time. The bandwidth broker first authenticates each
requester and then decides whether there is sufficient bandwidth to meet the particular
service request.

The bandwidth broker also maintains bilateral agreements with bandwidth brokers
in neighboring domains. For flows that request service to a destination in a different
domain, the bandwidth broker checks to see that the requested flow conforms to the
prearranged allocation through the appropriate next-hop domain. The bandwidth broker
then informs the appropriate neighboring bandwidth broker of the new rate allocation
and configures the appropriate border router to handle the new flow. The neighboring
bandwidth broker then configures its border router to handle the allocated packet flow.
This bilateral agreement approach is viewed as a viable means of reaching agreement
on the exchange of diffserv traffic across multiple domains.

It is anticipated that, at least initially, static preallocation of bandwidth in bilateral
agreements will predominate. Nevertheless, bandwidth brokers are viewed as capable
of handling the range of possible operating points up to dynamic per flow set up of
bilateral agreements.

10.4 NETWORK INTERCONNECTION MODELS

An end-to-end communication path between two hosts often traverses multiple net-
works with different technologies. Figure 10.15 shows an example where a host con-
nected to network 1 implemented with a given technology communicates with another
host connected to network 3 with the same technology. These two networks in turn
use the service of network 2 that implements a different technology. Networks 1 and 3
may be called the client networks and network 2 the server network, since network 2
provides communication services to the other networks. Also, note that the concept of

Host 1 Host 2

Network 1

Network 2

Network 3

A

B

C D E

F

G

FIGURE 10.15 Interconnection of networks with different technologies.
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FIGURE 10.16 End-to-end protocol stack in the data plane.

client/server network can be recursive in the sense that a server network can further be
a client to another server network. Figure 10.16 illustrates an example where the client
networks may be IP networks while the server network may be an ATM network. The
figure also shows how data from host 1 is processed at each layer in each node as the
data flow traverses toward host 2.

The situation illustrated in Figure 10.15 arises in different forms. For example,
nodes B and F could contain Packet-over-SONET (POS) interfaces that connect to a
network 2 that provides SONET transport connections. Another important example
has nodes B and F map IP streams onto optical wavelengths that traverse an all-optical
network 2.

An important consideration in interconnecting networks of different technologies
lies in the control-plane (i.e., routing and signaling) protocols. The issue is how the paths
from the client networks across the server network are selected and who is responsible
for the selection. If the networks run the same control-plane protocols (e.g., OSPF and
RSVP) and allow transparent distribution of control-plane information, the interworking
problem usually becomes simpler. However, this approach may not be appropriate in
certain cases. For example, the provider of the server network may not want to expose
the details of its own network to the client networks for security or other reasons.
Another example preventing networks from running the same control plane is that the
server network may use a different addressing scheme from the client networks. The
following sections introduce two common approaches for interconnecting networks of
different technologies.

10.4.1 Overlay Model

In the overlay model, the server network operates an independent control plane from
the client networks. The client and server networks interact through a user-network
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interface much as telephones interact with the telephone network in setting up con-
nections. The overlay model allows the server network to prevent the control-plane
information (e.g., routing information) from propagating to the client networks, so that
the internal details of the server network are hidden from the client networks. As far
as the client networks are concerned, the client networks would receive the service
from the server network in the form of logical links connecting their border nodes; for
example, border nodes B and F of the client networks in Figure 10.16 are connected by
a logical link provided by a server network. Because the internals of the server network
are not exposed, the overlay model generally provides good security protection against
possible attacks. Another desirable characteristic is that the server and client networks
can be developed independently. The overlay model is common when different service
providers operate the server and client networks.

EXAMPLE IP over ATM with MPOA

Multiprotocol Over ATM (MPOA) is a solution designed to overlay an IP network
over an ATM network. Figure 10.17 shows an example of an MPOA network configu-
ration where the client IP networks are connected to the server ATM network via edge
devices (EDs) (the figure only shows two EDs for simplicity). The ED contains an
MPOA Client (MPC), which is primarily used to source and sink ATM VCCs (shortcut
paths) in the server ATM network and to interface with the client IP network. The
ATM network also contains MPOA Servers (MPSs) that perform IP-to-ATM address
resolution mapping and forward IP packets if needed.

Initially, packets from host 1 to host 2 would follow the default path from MPC1
(ingress MPC) through each router residing in the MPS, and finally to MPC2 (egress
MPC), as shown in Figure 10.17. When the ingress MPC detects a long-lived flow, that
MPC will try to establish a shortcut VCC to the egress MPC.5 A flow is deemed to
be long-lived when a certain number of packets of the same flow have passed through
the ingress MPC in a certain time interval. Unfortunately, the ingress MPC does not
know which egress MPC is the correct exit point for this particular flow as the flow is
identified by an IP address while the egress MPC is identified by an ATM address. To
find the egress MPC, the ingress MPC first performs an ATM address discovery of the
corresponding egress MPC by sending through the default path an address resolution
request first to MPS1 and subsequent MPSs until the request reaches the MPS associated
with the egress MPC (in this case, MPS3). Because MPS3 knows that the flow exits
through MPC2, MPS3 can then send an address resolution reply containing the ATM
address of MPC2 (the egress MPC) back to the ingress MPC. Once the ingress MPC
discovers the ATM address of the egress MPC, the ingress MPC can setup a VCC
(or shortcut path) to the egress MPC and transfers subsequent packets through the
VCC. The VCC can be automatically torn down through aging if the VCC is inactive
after a certain amount of time.

5The shortcut is viewed as desirable because it reduces the traffic load that the routers handle.
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FIGURE 10.17 Example of network topology.

10.4.2 Peer-to-Peer Model

The peer model uses a single instance of the control plane for the server and client
networks. As a result, the client network knows the topology of the server network,
and the client network can directly determine an end-to-end connection through the
server network. One advantage of the peer model is that it does not require an address
resolution protocol to interwork address spaces, and thus simplifies address admin-
istration. However, the peer model may introduce some security issues to the server
network. Moreover, the interdependence between the client and server networks makes
it difficult to develop one network without affecting the other network.

EXAMPLE IP+ATM

In IP+ATM networks, ATM switching and IP routing are combined in a node. In one
approach, IP routers initially forward new packets of a particular flow hop-by-hop using
the destination-based lookup. As shown in Figure 10.18a, initially cells with a default
VCI x are reassembled into packets and forwarded by the IP layer. When a predeter-
mined number of packets of the same flow have been received, each node may decide
to bypass its IP layer by notifying its upstream node to use another free VCI for the
flow. For example, node A notifies the upstream client IP network to use VCI y1 for the
subsequent cells of the same flow. When node A receives a similar notification from B
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FIGURE 10.18 IP+ATM with (a) hop-by-hop forwarding at the IP layer, and
(b) cut-through forwarding at the ATM layer.

to use VCI y2, node A configures its ATM connection table so cells with incoming
VCI y1 can be directly switched to node B with outgoing VCI y2 without going though
an IP forwarding layer. When other nodes along the path perform the same process,
all subsequent packets between the client IP networks will be forwarded through an
ATM connection (also called a cut-through path) from node A to node D, as shown in
Figure 10.18b. After the ATM connection is established, each node examines the flow
periodically. If the flow is inactive after a certain time out, the connection is deleted and
subsequent packets will be forwarded through IP and the process for re-establishing
the cut-through path repeats.

The issue of overlay versus peer models in network interconnection typically flares
up with the emergence of each new service network technology. The reasonable ap-
proach is to use the overlay model first and to contemplate the peer model in the long
term. Most recently the issue of overlay versus peer models has arisen in the context of
interconnecting IP client networks over next-generation SONET networks and optical
networks. Unlike the case of ATM networks that had its own established routing and
addressing scheme, SONET and optical networks are more amenable to using exten-
sions of IP-based protocols such as OSPF and RSVP and so the long-term chances of
some deployment of the peer model approach are more reasonable.
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10.5 MPLS

IP routers use destination-based forwarding (i.e., lookup based on the IP destination
address) to determine the next hop of a packet. The longest-prefix match required
in IP address lookup was traditionally implemented in software and viewed as too
slow for core networks. Although recent advances in IP address lookup techniques
and hardware implementations have allowed destination-based packet forwarding to
perform at higher speed, lookup techniques based on simpler forwarding information
provide certain advantages as embodied in Multiprotocol Label Switching (MPLS).

The label-switching paradigm in ATM performs lookup based on a short and fixed-
length label (i.e., VPI/VCI) to determine the corresponding next hop for each cell. Label
switching uses a label to directly index into a connection table entry to determine the
next hop, lending itself to a simple hardware lookup implementation capable of a very
high forwarding rate. Label-switching forwarding is also considered more attractive
than destination-based forwarding because of its flexibility. While the path taken by
a packet is determined solely by the destination address of a packet with destination-
based forwarding, label switching allows different streams of packets with the same
destination to follow different predetermined routes. Thus label switching has been
considered a better candidate for facilitating traffic engineering (that is, mapping packet
flows to the network resources efficiently).

MPLS was developed out of a number of proposals for transporting IP over ATM
networks. In the 1990s the availability of standardized ATM switches prompted some
Internet service providers (ISPs) to adopt label switching in their IP-over-ATM overlay
networks so that the configuration of the VCC routes could effectively map the traffic
flows to the network resources. The overlay model, however, has the drawback that two
network infrastructures need to be managed separately, each with its own addressing,
routing, and management systems. Consequently, several approaches to integrating
IP and ATM were proposed. One early proposal, called IP switching developed by
a company called Ipsilon, uses the model described in the IP+ATM example in the
preceding section. IP switching establishes and tears down ATM cut-through paths for
carrying IP flows based on flow activities, and is said to follow a traffic-driven label
assignment approach because a label is assigned when a new traffic flow appears.

The Cell Switch Router (CSR) proposed by Toshiba is a similar approach to pro-
viding cut-through paths. Besides using the traffic-driven label assignment approach,
the CSR also allows a new label to be assigned when a new IP forwarding table entry
(or a new IP route) is found. This approach is naturally called topology-driven, since IP
routing determines the assignment of labels. For example, when a node receives new
routing information and adds the corresponding new route to its routing table, the node
triggers the assignment of a label associated with the new route. Finally, the CSR also
allows a new label to be assigned by means of a specific request (called request-driven
label assignment). The request is usually initiated by a signaling protocol, which in-
structs each node along the path to assign a new label entry in the forwarding table. The
signaling protocol typically allows the connection to follow a specific explicit route.

Cisco’s tag switching is a proposal that was initially designed to operate over
a variety of data-link technologies. To work on different data links, tag switching
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proposes a new tag (or shim header) that is inserted between the link-layer header and
the network-layer header. The label information, among other relevant information, is
carried in the tag. If the data-link layer is ATM, the label information may be carried in
VPI/VCI fields and thus the tag is not used. Another feature of tag switching includes
support of multiple levels of connection hierarchy by stacking multiple tags. This feature
essentially generalizes the two levels of connection hierarchy in ATM (that is, by using
VCI and VPI) to multiple levels. Finally, tag switching includes topology-driven and
request-driven label assignment.

Another notable proposal, developed by IBM, is called Aggregate Route-Based IP
Switching (ARIS). In the ARIS proposal, connections are pre-established toward each
destination. Because connections from multiple sources to a given destination typically
form a tree, ARIS allows further optimization of label usage whereby multiple incoming
connections can be merged into a single outgoing connection. The benefit of merging
is further explained below.

Although differences exist among these various proposals, the label-switching
paradigm shares a common principle where forwarding and control components in
a node are separated, as shown in Figure 10.19. At the early stage of the development
of this technology, the forwarding component was usually handled by ATM data path
while the control component by IP control protocols. Later, it became clear that the data
path could be handled by many other technologies. The separation approach has the
advantage of allowing each component to be developed and modified independently.
We show how this separation also allows ISPs greater flexibility in defining the services
they offer.
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Routing
and

signaling

Routing
tables

Labeled
packets

Routing and
signaling

Labeled
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Routing and
signaling
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tables
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FIGURE 10.19 Separation of forwarding and control components in
label-switching paradigm.
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Interest in the application of label-switching paradigm to the IP core network
prompted some birds-of-the-feather (BOF) meetings at the IETF in 1996, which were
subsequently followed by a formation of a new working group called the MultiProtocol
Label Switching (MPLS). The “multiprotocol” stresses the fact that MPLS should be
able to support any layer-3 protocol, although the initial focus would only be on the IPv4
and IPv6. Additionally, MPLS should be able to operate on top of a variety of layer-2
technologies such as ATM, frame relay, PPP, and Ethernet. Note that MPLS does not
refer to one particular protocol, but a set of protocols that enable MPLS networking.

A router that supports MPLS is called a label-switching router (LSR). Unlike a
traditional datagram router, an LSR separates the control and forwarding components as
shown in Figure 10.19. The control component runs traditional IP routing protocols and
new MPLS signaling protocols. The forwarding component, which can be implemented
by any layer-2 technology, performs label switching and provides fast data paths. An
MPLS domain consists of a contiguous set of LSRs that are capable of executing
standardized MPLS signaling protocols and perform routing and forwarding functions
in that domain. An LSR that interfaces to a traditional router is called an edge LSR.
With respect to the direction of the traffic flow, it is often useful to distinguish between
an ingress LSR and an egress LSR. The ingress LSR receives traffic from a non-MPLS
router while the egress LSR sends traffic to a non-MPLS router. It is important to note
ingress and egress LSRs are defined only for a particular traffic flow. Thus an LSR in
an MPLS domain can act as an ingress LSR for a particular traffic flow, an egress LSR
for another traffic flow, or a plain LSR for yet another traffic flow.

10.5.1 Fundamentals of Labels

In MPLS, a unidirectional connection through multiple LSRs is called a label-switched
path (LSP). LSP generalizes the basic concept of a connection or virtual circuit through
a technique called LSP merging whereby multiple incoming connections may be merged
into one outgoing connection leading to a multipoint-to-point tree rooted at an egress
LSR, as illustrated in Figure 10.20. Observe that the multipoint-to-point tree can be
made to match the shortest-path tree described in Chapter 7. Thus the routes followed by
packets toward a particular egress LSR can be made to match those in the corresponding
connectionless network. The matching can be done through the topology-driven label
assignment approach.

A group of packets that are forwarded in the same manner (e.g., along the same
route) in an MPLS domain are said to belong to the same forwarding equivalence class
(FEC). In general, an FEC may have many granularities. At one end of the spectrum,
an FEC could be associated with the flow of a particular application for a particular
source and destination host pair. At the other end, an FEC could be associated with all
the flows destined to an egress LSR. These different levels of granularity allow MPLS
to be used in a wide range of situations. The assignment of a particular packet to a
particular FEC is done only at an ingress LSR where the label for the packet is also
created. From then on, other LSRs use the label to determine the next hop and the label
is removed at an egress LSR.
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FIGURE 10.20 Multipoint-to-point tree rooted at the egress LSR.

MPLS labels are encoded in different ways depending on the layer-2 technologies.
As shown in Figure 10.21a, the label is encoded in the VCI and/or VPI fields for ATM.
For other layer-2 technologies that do not support label fields, such as PPP or Ethernet,
an MPLS header is inserted between the layer-2 and layer-3 (IP) headers as shown in
Figure 10.21b. The 32-bit MPLS header contains a 20-bit label field, a 3-bit experimental
field, a 1-bit hierarchical stack (S) field, and an 8-bit time-to-live (TTL) field.

10.5.2 Label Stack and LSP Hierarchy

When a label is attached to a packet at an ingress LSR, the LSR is said to perform a
label push. Subsequent LSRs in the MPLS domain only swap the incoming label to the
outgoing label. When the packet leaves the MPLS domain, the egress LSR performs a
label pop by removing a label.

ATM cell

PPP or LAN frame

VPI/VCI

(a)

(b)
Layer 2
header
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20 bits 3 bits 1 bit 8 bits

MPLS
header
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FIGURE 10.21 MPLS labels in ATM and PPP/LAN.
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FIGURE 10.22 LSP hierarchy.

It is possible for an MPLS header to consist of a stack of m labels (or of depth m).
Each label in the stack has the S bit equal to zero except the last one (i.e., the bottom
of the stack) where the S bit is equal to one. In a given LSR, the label at the top of the
stack is the only one that determines the forwarding decision. An unlabeled packet is
a packet with an empty stack (depth 0) and is forwarded at the IP layer.

Figure 10.22 illustrates the use of label stack. LSR A receives an unlabeled packet
from a traditional IP router destined for LSR G. First, A pushes on a label (3) that is
agreed upon by B and forwards the packet to B. Then B replaces the incoming label
with the label (2) that is agreed upon by F. B also pushes on another label (7) that is
agreed upon by C and forwards the packet to C, which replaces the incoming label
at the top of the stack (7) with the outgoing label (6) and forwards the packet to D.
Similarly, D replaces the incoming label with the outgoing label (8), and E replaces the
incoming label with the outgoing label (5). When F receives the packet, it pops the label
stack and replaces the incoming label (3) that is used by B with an outgoing label (4).
Finally, G pops the label stack and forwards the unlabeled packet using normal IP
forwarding. In this example, we see a label stack of depth two implements two levels of
LSP hierarchy. The first level LSP traverses through <A, B, F, G> while the second
level LSP traverses through <B, C, D, E, F> e. The actual physical path taken by
a packet is <A, B, C, D, E, F, G>. Referring to the concept of tunneling described
in Section 8.3.4, we observe that the second level LSP provides a tunnel between B
and F to packets from the first level LSP. Similarly, the first level LSP provides a
tunnel between A and G to packets arriving at A and destined to an external network
via G.

To see the benefit of LSP hierarchy, let us suppose that there are n ingress LSRs
A1, A2, . . . , An , connected to B, and n egress LSRs G1, G2, . . . , Gn connected to F. An
LSP is to be established between Ai and Gi for each i, such that each LSP traverses
through LSRs <Ai , B, C, D, E, F, and Gi>. Without LSP hierarchy, n LSPs would
have to be established between B and F. With two-level LSP hierarchy, only one LSP is
needed between B and F. Thus LSP hierarchy provides scalability advantage in terms
of LSP usage. We will see that multiple levels of LSP hierarchy greater than two have
applications in generalized MPLS.
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FIGURE 10.23 Label merging.

10.5.3 VC Merging

Suppose that an MPLS network needs to forward packets on three routes: <A, B, C, D>,
<E, B, C, D>, and <F, C, D>. One approach is to establish three LSPs:
LSP <A, B, C, D>, LSP <E, B, C, D>, and LSP <F, C, D>. Figure 10.23a shows
these LSPs and the associated labels on each LSP. Another approach is to establish one
multipoint-to-point LSP as shown in Figure 10.23b.

When a separate LSP needs to be established for each LSR pair in a network
with N LSRs (called full-meshed LSPs), the connection table at each LSR requires
O(N 2) entries. This approach places heavy demand on the usage of labels at each LSR
and does not scale to large networks. With multipoint-to-point LSPs, an LSR would
“merge” multiple incoming labels for the traffic flows intended to the same egress
LSR to the same outgoing label. For example, incoming labels 5 and 6 at LSR B in
Figure 10.23 are merged to an outgoing label 3. Label merging essentially reduces the
connection table entries from O(N 2) to O(N ). This property gives MPLS a great degree
of scalability and makes it appropriate for very large networks.

In ATM systems capable of performing VC merging, incoming VCs intended for
the same egress LSR are merged to the same outgoing VC. Thus the cells intended for
the same egress LSR become indistinguishable at the output of a switch, as they carry
the same VC value. However, if cells belonging to different packets for the same egress
LSR are interleaved, the receiver will not be able to reassemble the packets. To avoid
this problem, a mechanism is needed to ensure that cells within the same packet are not
interleaved with other cells intended for the same egress LSR. One mechanism is to
reassemble cells into packets prior to VC merging. The “end-of-packet” bit available
in the cell payload type can be used to reassemble packets with AAL5 encapsulation.
Figure 10.24 shows how VC merging reshuffles the output streams to ensure that cells
belonging to different packets never interleave. Packet reassembly for VC merging
requires an additional amount of buffering. It turns out that VC merging incurs only a
minimal buffer overhead.

10.5.4 Label Distribution Protocols

MPLS requires a protocol to distribute label bindings between LSRs. In general, label
bindings between two LSRs can be distributed by either an upstream LSR or a down-
stream LSR. The MPLS architecture dictates that a downstream LSR distributes label

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


10.5 MPLS 733

Non-VC merging

VC merging

Input cell streams

1

6 7 9 6 7 9 6 72

3 3

2 2

1 1 1

2

7

6

3 9

In Out

Output cell stream

Input cell streams

Output cell stream1

77 7 7 7 7 7 72

3 3

2 2

1 1

Packet 3 Packet 2 Packet 1

1

2

7

7

3 7

In Out

FIGURE 10.24 Output streams for VC merging and
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bindings to an upstream LSR. Figure 10.25 illustrates the label distribution process.
Here, suppose that LSR 1 (the upstream LSR) just detects that LSR 2 (the downstream
LSR) is its next hop for FEC = 10.5/16. LSR 1 then sends a label request message
for FEC = 10.5/16 to LSR 2. Upon receiving the message, LSR 2 responds with a
label binding message that specifies the FEC-label binding. From then on, LSR 1 can
forward packets destined to 10.5/16 with label value 8 to LSR 2.

In this example, called the downstream-on-demand mode, LSR 2 distributes a label
binding in response to an explicit request from LSR 1. Another label distribution mode,
called the unsolicited downstream mode, allows LSR2 to distribute a label binding even
if it has not been explicitly requested.

MPLS also allows LSP setups to be initiated in two ways. In ordered control an
LSR distributes an FEC-label binding only if the LSR is the egress LSR for that FEC
or the LSR has already received a label binding for that FEC from its next hop. In
independent control each LSR independently binds a label to an FEC and distributes
the binding to its peer.

Several MPLS label distribution protocols have been specified in IETF. Label
distribution protocol (LDP) [RFC 3036] adopts the topology-driven label assignment
approach. Initially, an LSR sends Hello messages over UDP periodically to its neighbors
to discover potential LDP peers. When an LDP peer is discovered, the LSR tries to estab-
lish a TCP connection to its peer. Once the TCP connection is established, the two LSRs
may negotiate session parameters such as label distribution option, valid label ranges,
and valid timers. Successful negotiation between the two LSRs completes the establish-
ment of an LDP session. The two LSRs then may exchange LDP messages over the LDP
session. Several LDP messages are defined with some notable ones including label re-
quest, mapping, and label withdraw. Label request message is used by an LSR to request

LSR 1 LSR 2

Label request for 10.5 �16

(10.5�16, 8)

FIGURE 10.25 Label distribution.
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a binding for an FEC from its peer. Label mapping message is used by an LSR to adver-
tise FEC-label bindings to its peer. Label withdraw message is used by an LSR to indi-
cate to its peer to stop using specific FEC-label bindings that were previously advertised.

An extension to RSVP to establish traffic-engineered LSPs has also been specified
under the name RSVP-TE [RFC 3209]. Unlike LDP that establishes LSPs along the
same routes as specified by the routing protocol, RSVP-TE adopts the request-driven
label assignment approach and allows an explicitly routed LSP between each LSR
pair. In explicit routing the route taken by a packet is determined by a single node,
usually the ingress LSR. One useful application of explicit routing is traffic engineering
where maximization of network resource utilization translates to effective mapping of
traffic flows on the network topology. Figure 10.26a illustrates how resources may be
inefficiently utilized by using hop-by-hop routing. Suppose that node 3 assumes that
the shortest path to node 8 is via node 4. Thus node 3 forwards packets from nodes 1
and 2 that are destined to node 8 through node 4. This routing approach may cause
some links (e.g., link 4–6) to be congested, while other links (e.g., link 5–7) are lightly
loaded. As shown in Figure 10.26b, explicit routing allows node 2 to establish the
explicitly routed LSP through nodes 3, 5, 7, and 8 if it determines that link 4–6 is
already heavily utilized. Thus explicit routing allows for a more flexible mapping of
traffic to the network topology.

RSVP-TE extends the RSVP Path message to include a label request object to
request a label binding. In response to the request, the label binding is distributed
upstream by extending the RSVP Resv message to include a label object. Thus RSVP-
TE follows the downstream-on-demand label distribution mode. Explicit routing is
implemented by including an explicit route object (ERO) in the Path message. The
ERO typically specifies the list of nodes along the explicit route. RSVP-TE also allows
an LSP to be associated with particular setup and holding priorities. An LSP with a
higher setup priority is allowed to preempt another LSP with a lower holding priority.
When a particular link does not have sufficient bandwidth for a new LSP that has a
higher setup priority, an existing LSP with a lower holding priority may be torn down.
The bandwidth released by the existing LSP can then be used for setting up the new LSP.
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Congestion

3

5 7

8

(a)

(b)

3 8

4 6

4 6

5 7

1

2

2

1

FIGURE 10.26 Traffic mapping
with (a) hop-by-hop routing and
(b) explicit routing.
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FIGURE 10.27 Example of an RSVP Path message for MPLS label request.

Figure 10.27 provides an example of an RSVP Path message containing a label
request. The middle pane shows that the session involves an IPv4 LSP and the explicit
route field, which contains a list of routers that are to be used in the explicit route.
Figure 10.28 shows the RSVP Resv message that travels in the reverse direction of the
corresponding Path message and assigns the label 16 to the preceding label request.

10.5.5 MPLS Support for Virtual Networks

MPLS allows ISPs to configure LSPs to create virtual networks that support particular
classes of traffic flows. In principle an ISP could configure a separate LSP to carry each
class of traffic between each pair of edge LSRs. A more practical solution is to merge
LSPs of the same traffic class to obtain multipoint-to-point flows that are rooted at an
egress LSR. The LSRs serving each of these flows would be configured to provide the
desired levels of performance to each traffic class.

MPLS can also be used to create Virtual Private Networks (VPNs). A VPN
provides wide area connectivity to an organization located in multiple sites. MPLS can
provide connectivity among VPN sites through LSPs that are dedicated to the given
VPN. The LSPs can be used to exchange routing information between the various VPN
sites, transparently to other users of the MPLS network, thus giving the appearance of
a dedicated wide area network. The scalability of the ISP network can be improved by
providing hierarchical LSPs where the first level LSP is used to identify a particular
VPN site and the second level LSP is used to route traffic within the ISP network. VPNs
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FIGURE 10.28 Example of RSVP Resv message response to label request.

involve many security issues related to ensuring privacy in the public or shared portion
of a network. These issues are discussed in Chapter 11.

10.5.6 Survivability

Survivability refers to the capability of a network to maintain existing services in the face
of failures. Datagram IP networks address survivability by means of dynamic routing.
When a link or a node fails, dynamic routing eventually discovers the new topology
and reconfigures the routing tables correctly. Dynamic routing typically restores traffic
in the order of seconds or minutes depending on the convergence time of the protocol.
However, as packet networks carry more mission-critical and high-priority traffic, there
is increasing interest in designing a packet network, in particular an MPLS network,
that can restore traffic much faster. In this sense MPLS attempts to provide a measure
of the survivability afforded by SONET networks.6

In general, traffic can be restored upon failure by means of restoration or
protection mechanisms. With restoration, new paths are established after a failure
occurs and the affected traffic is then rerouted through the new paths. With protection
(or protection switching), protection paths are used as backups for the normal paths
(working paths) and are pre-established. When a failure occurs, the affected traffic is

6Protection and restoration in SONET networks is discussed in Chapter 4.
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FIGURE 10.29 Survivability with (a) restoration and (b) protection.

switched to the protection paths. The working and protection paths are usually disjoint
to ensure that a failure will not simulataneously affect both paths. Figure 10.29 illus-
trates the differences between restoration and protection. Since restoration requires a
path to be established after a failure is detected, restoration typically takes longer to
restore traffic than protection. On the other hand, restoration typically requires less
resources (e.g., bandwidth) than protection, since the resources are only activated after
a failure occurs in restoration.

Protection and restoration mechanisms can be designed with different areas of cov-
erage and different repair methods. Path protection/restoration is intended to protect
against any failure along the active path (the path that carries traffic). Path protection
relies on global repair where the node that performs protection/restoration is located at
a particular node (typically the ingress node) and may be located far from failure. When
a failure along the active path is detected, a failure notification message needs to be for-
warded to the node that can perform protection/restoration. Local repair relies on a local
node (typically the node upstream of the failure) to perform protection/restoration and
is intended to protect against a failure in a particular local area. Since a failure can be
directly detected without relying on the failure notification message, local repair in
general restores traffic faster than global repair. Local repair can be designed to deal
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with link protection/restoration or node protection/restoration. Link protection/
restoration protects a path from a given link failure while node protection/restoration
protects a path from a given node failure.

Protection mechanisms may be configured in a number of options. The common
options include:

• 1+1 (1 plus 1) where traffic is copied to both working and protection paths at the
ingress node. The egress node selects one of the paths based on integrity of the paths
(e.g., bit error rate).

• 1:1 (1 for 1) where traffic is sent to the working path during normal operation. When
a failure occurs, the traffic is switched to the protection path which can be shared
among a number of flows that are selected so that they are unlikely to fail at the same
time.

FROM TELEGRAMS TO CIRCUITS TO DATAGRAMS TO VIRTUAL
CIRCUITS TO . . .
In Chapter 1 we saw that the telegraph network used message switching, a special
case of datagram packet switching. The invention of analog voice transmission led to
a telephone network based on the switching of circuits. The proliferation of comput-
ers in the 1980s triggered extensive research and development into packet-switching
technologies of two basic forms: datagram and virtual circuit. The simplicity and
robustness of IP led to the growth of the datagram-based Internet. ATM based on
virtual-circuit packet switching introduced low-cost high-performance switching,
and in MPLS, we see the use of a virtual-circuit approach as a means of optimizing
the core IP network.

We have witnessed the evolution of communication networks from packet
switching to circuit switching and then to packet switching again. We have also
witnessed the tension between virtual-circuit and datagram packet switching and
interestingly their apparent coalescence. Thus we see that the balance of the pre-
vailing technologies becomes manifest in network architectures that can favor one
extreme or the other or even a blend of these.

Vinton Cerf once made the remark, “Today: you go through a circuit switch to
get to a packet switch. Tomorrow: you go through a packet switch to get to a circuit
switch.” Hmmm . . . what about the day after tomorrow?

10.5.7 GMPLS

In a transport network, a node typically forwards traffic based on time slots, wave-
lengths, or physical ports. For example, forwarding in a TDM switch may constitute
the transfer of information from slot i in an incoming TDM frame to slot j in an out-
going frame. Although the specific forwarding mechanism in a transport network is
different from that in a packet-based MPLS network, observe that these different types
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of networks are fundamentally connection oriented. Therefore, signaling protocols that
are developed for setting up and tearing down connections in a packet network can also
be applied to a transport network.

Generalized MPLS (GMPLS) has been proposed to reuse much of the MPLS
control component to select paths and to set up and tear down different types of con-
nections. GMPLS allows a node with multiple switching technologies (e.g., packet
switching, TDM switching, and possibly optical switching) to be controlled by a uni-
fied control component. This approach promises to reduce the cost of the network
through the integration of the network control and management infrastructure.

In GMPLS, an LSR may have different types of interfaces: packet-switch capa-
ble (PSC) interface, time-division multiplex (TDM) interface, lambda switch capable
(LSC) interface, fiber-switch capable (FSC) interface. Thus the definition of an MPLS
label needs to be generalized so that a label can also be encoded as a time slot, a
wavelength, or a spatial identifier (e.g., a port). This new definition allows the same
MPLS control component to configure a TDM switch, a lambda cross-connect, or a
fiber cross-connect.

The concept of LSP hierarchy in MPLS can be generalized to include LSPs at
different levels to have different types of LSP (e.g., MPLS virtual circuit, SONET
TDM circuit, and optical lightpath), as illustrated in Figure 10.30. This generalization
allows multiple virtual circuits to be tunneled over a TDM circuit. In turn, multiple TDM
circuits can be tunneled over a lightpath (i.e., wavelength connection). Tunneling in a
GMPLS-based network generally follows a certain hierarchy based on the multiplexing
capability of the LSP type. For example, it generally does not make sense to tunnel
TDM circuits over a virtual circuit.

The generalization of the concept of an LSP in GMPLS is extremely powerful
because the signaling and routing protocols of MPLS can then be generalized for use
in this much broader context. The MPLS signaling capabilities (e.g., RSVP-TE) can
be used to convey label requests and label objects along an explicit path. Extensions to
these protocols are required to support not only virtual circuits, but also TDM circuits,
lightpaths, and fibers.

In MPLS, routing protocols such as OSPF are used to disseminate information
about the state of links in the network that are useful in the selection of paths that meet

A B C D E F G H JI

Virtual circuit Virtual circuit

LSR

TDM switch

TDM circuit TDM circuitLightpath

Lambda
cross-connect

FIGURE 10.30 Hierarchical LSPs of different types.



740 CHAPTER 10 Advanced Network Architectures

certain requirements. Extensions to these routing protocols in GMPLS can play a very
important role in disseminating information about the state and capabilities of optical
and TDM links in the network. For example, OSPF LSAs may be extended to carry
information about a link such as signal quality, protection capability, whether the link
is part of a bundle, and the type of interfaces available to terminate the connection.

Optical networks using dense wavelength division multiplexing (DWDM) are likely
to create many parallel links between two adjacent nodes. Current IP routing protocols
such as OSPF establish a routing adjacency over each link and flood the link state infor-
mation for each adjacency throughout the network. Link bundling has been introduced
to cope with the scalability problem of IP routing. The basic idea is to aggregate these
parallel links (called component links) into a single bundled link. Adjacency is now
maintained over the bundled link and thus routing scalability improves.

When two adjacent nodes are connected by many component links, the manual
configuration process of each link can be laborious and prone to human errors. The
Link Management Protocol (LMP) is a new protocol that can be used to automate
the association and verification of the component links. LMP decouples the control
channel from the data channels so that a transparent data channel such as a lightpath
can also be supported.

LMP provides four basic functions: control channel management, link connectivity
verification, link property correlation, and fault isolation. Control channel management
establishes and maintains connectivity between adjacent nodes. Link connectivity ver-
ification ensures the correct associations of all component links. Link property corre-
lation ensures that the link IDs, protection modes, and other link properties between
the adjacent nodes are properly correlated. Finally, fault isolation can isolate link and
channel failures independent of the data format used by the channel.

10.6 REAL-TIME TRANSPORT PROTOCOL

Traditional real-time communications has taken place over circuit-switched networks
that can provide low transfer delay for a steady stream of information. Telephone calls
and low-bit rate videoconferencing are the primary examples of this type of communi-
cations. Packet networks were developed primarily for the transport of data information
that did not have such stringent timing requirements. Advances in compression algo-
rithms and computer processing power combined with improvements in transmission
bandwidth and packet-switching capability are making it possible to support real-time
communications over packet networks. Advances in computer processing in particular
make it feasible for a wide range of media types to coexist in a multiplicity of multimedia
applications. Real-time packet communications would make it possible to exploit the
ubiquity of the Internet. Packet communications would also bring capabilities such as
multicasting that are not easily provided by circuit switched networks.

Real-time packet communications, however, must deal with impairments inherent
in packet networks. This includes packet delay and jitter, packet loss, and delivery of
out-of-sequence or duplicate packets (see Section 5.3.2). The Real-Time Transport
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Protocol (RTP) [RFC 1889] provides end-to-end transport functions for applications
that require real-time transmission, such as audio or video over unicast or multicast net-
work services. RTP services include: payload type identification, sequence numbering,
timestamping, and delivery monitoring. RTP normally runs on top of UDP, but it can
also run over other suitable networks or transport protocols. RTP does not provide any
means to ensure the timely delivery of information or quality-of-service guarantees.
For this it must depend on the services of the underlying network layer such as diffserv
IP. Instead, RTP provides the mechanisms for dealing with impairments such as jitter,
and loss, as well as for timing recovery and intermedia synchronization.

The RTP Control Protocol (RTCP) is a companion protocol for monitoring the
quality of service observed at a receiver and for conveying this and other information
about participants to the sender. This capability is especially useful in situations where
the sender can adapt its algorithm to the prevailing network conditions (e.g., available
bandwidth or network delay/jitter).

RTP is intentionally not a complete protocol and is intended to be sufficiently
flexible that it can be incorporated into the application processing, instead of being
implemented as a separate layer. The use of RTP in a particular application therefore
requires one or more companion documents. A profile specification document de-
fines attributes and/or modifications and extensions to RTP for a class of applications
(e.g., audio and video). A payload format document in turn defines how a particular au-
dio or video encoding is to be carried over RTP (e.g., MPEG2 video or ADPCM audio).
[RFC 1890] specifies an initial set of payload types. [RFC 2250] describes a packeti-
zation scheme for MPEG video and audio streams.

The RTP/RTCP protocols are in wide use in the Internet supporting audio and video
streaming applications as well as Internet telephony and other real-time applications.
Table 10.1 lists the Payload Type assignment numbers that are used to specify the
type of encoding in RTP. Additional payload type numbers can be defined dynamically
through non-RTP means such as SIP signaling discussed later in the chapter.7

10.6.1 RTP Scenarios and Terminology

Let us introduce some terminology using first an audioconference example and then an
audiovisual conference example.

An RTP session is an association among a group of participants communicating
using RTP. Suppose for now that the RTP session involves an audioconference. The
chair of the conference makes arrangements to obtain an IP multicast group address and
a pair of consecutive UDP port numbers which identify the RTP session. The first port
number (even) is for RTP audio and the other port number (odd) is for the corresponding
RTCP stream. The address and port information is distributed (by some means beyond
the scope of RTP) to the participants.

Once the audioconference is underway, each participant can send fixed-duration
blocks of audio information as payloads in an RTP PDU, which in turn is incorporated in

7In Chapter 12 we discuss many of the encoding schemes listed in Table 10.1.
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TABLE 10.1 RTP Payload Type Numbers.

PT Encoding name Audio/Video (A/V) Clock rate Channels

0 PCMU A 8000 1
2 G726-32 A 8000 1
3 GSM A 8000 1
4 G723 A 8000 1
7 LPC A 8000 1
8 PCMA A 8000 1
9 G722 A 8000 1

10 L16 A 44100 2
11 L16 A 44100 1
12 QCELP A 8000 1
13 CN A 8000 1
14 MPA A 90000
15 G728 A 8000 1
18 G729 A 8000 1

dyn GSM-HR A 8000 1
dyn GSM-EFR A 8000 1
dyn L8 A var. var.
26 JPEG V 90000
28 nv V 90000
31 H261 V 90000
32 MPV V 90000
33 MP2T AV 90000
34 H263 V 90000

96–127 dynamic ?
dyn BT656 V 90000
dyn H263-1998 V 90000
dyn MP1S V 90000
dyn MP2P V 90000
dyn BMPEG V 90000

a UDP datagram. The RTP header specifies the type of audio encoding. It also includes
sequence and timestamp information that can be used to deal with packet loss and
reordering and to reconstruct the encoder clock. Each source of a stream of RTP packets
is identified by a 32-bit Synchronization Source (SSRC) ID that is carried in the RTP
header. All packets for a given SSRC use the same timing and sequence number space
in order to allow receivers to regroup and resynchronize the given packet sequence.

Each RTP periodically multicasts a receiver report on the RTCP port. The report
provides an indication of how well the RTP packets are being received. The report also
identifies who is participating in the conference. Upon leaving the conference, each site
transmits an RTCP BYE packet.

Now consider the case of an audiovisual conference. Typically, each media is
transmitted using a separate RTP session, that is, using separate multicast and UDP
port pair addresses. The audio and video RTP sessions are treated as completely separate
except that their association is indicated by a unique name that is carried in their RTCP
packets. This allows the synchronized playback of the audio and video streams.

There are a number of reasons for using a separate RTP session for each media
stream. Different QoS or discard treatments can be provided for each stream (e.g., under
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congestion video packets are discarded and audio packets kept). Some users may choose
or only be capable of receiving audio and not video. In the case of layered coding,
different terminals may choose to receive a different set of layered video streams either
because of their processing capability or the available bandwidth in their direction.

RTP allows for the use of devices called mixers. A mixer is an intermediate system
that receives RTP packets from one or more sources, possibly changes the data format,
and combines the packet in some manner and then forwards new RTP packets. For exam-
ple, a mixer may combine several audio streams into a single stream. The mixer usually
needs to make timing adjustments among the streams so it generates new timing for the
packet sequence it produces. All the packets thus generated will have the mixer SSRC
identified as their synchronization source. The mixer inserts in each RTP packet header a
Contributing Source (CSRC) list of the sources that contributed to the combined stream.

RTP also allows for devices called translators which relay RTP packets with the
SSRC left intact. Translators include devices that convert format without mixing, repli-
cators from multicast to unicast, and application-level filters in firewalls.

10.6.2 RTP Packet Format

Figure 10.31 shows the packet header format for RTP. The first three rows (12 bytes)
are found in every packet. The fourth row (CSRC) is used when a mixer has handled
the information in the payload.

The RTP packet fields are used as follows:

Version (V): This 2-bit field identifies the version of RTP. The current version
is two.

Padding (P): This 1-bit field is used to indicate that the packet contains one or
more additional padding bytes that are not part of the payload. The last byte
of the padding contains a count of how many padding bytes are to be ignored,
including itself.

Extension (X): When the 1-bit extension field is set, the fixed header must be
followed by exactly one header extension.

CSRC count (CC): This 4-bit number specifies the number of CSRC identifiers
that follow the fixed header.

Marker (M): This 1-bit is defined by a profile, and it is intended to mark significant
events such as frame boundaries in the packet stream.

V

0 8 16 31

P X CC M Payload Type Sequence Number

Time Stamp

SSRC Identifier

CSRC Identifier

FIGURE 10.31 RTP packet header format.
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Payload type (PT): This 7-bit field identifies the format of the RTP payload and
determines its interpretation by the application.

Sequence number: This 16-bit field is incremented by one each time an RTP
packet is sent. The number can be used by the receiver to detect packet loss and
to recover packet sequence. The initial value is selected at random.

Timestamp: This 32-bit number specifies the sampling instant of the first byte
in the RTP data packet. The sampling instant must be derived from a clock
that increments monotonically and linearly in time, so that the number can be
used for synchronization and jitter calculations. The initial value is selected at
random.

SSRC: The randomly chosen number is used to distinguish synchronization sources
within the same RTP session. It indicates where the data was combined, or the
source of the data if there is only one source.

CSRC list: This list of 0 to 15 32-bit items specifies the contributing sources for
the payload contained in the packet. The number of identifiers is given by the
CC field.

Figure 10.32 shows an example of an RTP packet in a voice call using Microsoft®

Netmeeting®. The details of the RTP packet in the middle pane show that the call uses
ITU G.723 voice coding which operates at around 6 kbps. From the clock rate column
in Table 10.1 it can be seen that timestamps in the RTP packet are generated using an

FIGURE 10.32 Example of an RTP packet.
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8 kHz clock. Note that the Synchronization Source (SSRC) is given by 1704218765.
We will return to this example shortly.

10.6.3 RTP Control Protocol (RTCP)

RTCP involves the periodic transmission of control packets to all participants in the
session. The primary function of RTCP is to provide feedback on the quality of the data
distribution, which can be used for control of adaptive encodings or to diagnose faults
in the distribution. This feedback information is sent in the form of RTCP sender and
receiver reports.

RTCP also carries a persistent transport-level identifier called the Canonical name
(CNAME) that is used to keep track of each participant. For example, CNAME can be
given by user@host or by a host in single user systems. CNAME is used to associate
multiple RTP sessions, for example, to synchronize audio and video in related RTP
sessions to achieve lip synch.

Since all participants are required to send RTCP packets, a mechanism has been
developed to control the rate at which RTCP packets are transmitted. Each participant
is able to independently determine the number of participants from the RTCP packets
it receives. This information is used to adjust the RTCP transmission intervals.

RTCP can optionally provide minimal session control information such as partici-
pant identification. A higher-level session control protocol is needed to provide all the
support required by a given application. Such a protocol is beyond the scope of RTCP.

RTCP defines several types of packets to carry different types of control
information:

Sender Report (SR): The SR is used to distribute transmission and reception
statistics from active senders.

Receiver Report (RR): The RR is used to distribute reception statistics from
participants that are not active senders.

Source Description (SDES): SDES provide source description items such as,
CNAME, e-mail, name, phone number, location, application tool/version, etc.

BYE: This message indicates the end of participation by the sender.
APP: Application-specific functions that are defined in profile specifications.

The SR packets provide a sender report and several reception reports. The sender report
information includes: a “wall clock” time given by a Network Time Protocol timestamp
which is seconds elapsed since 0 hour January 1, 1900; and the same time instant as
the NTP timestamp but using the clock used to produce the RTP timestamps. This
correspondence can then be used for intra- and intermedia synchronization. The sender
report also gives the number of RTP packets transmitted as well as the total number
of payload bytes transmitted by the sender since starting transmission. Each reception
report provides statistics on a single synchronization source: fraction of RTP data
packets lost since previous SR or RR packet was sent; cumulative number of RTP data
packets lost since beginning of reception; extended highest sequence number received;
interarrival jitter; last SR timestamp, and delay since last SR. The RR packets are the
same as SR packets except that a sender report is not included.
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FIGURE 10.33 Example of an RTCP Receiver Report packet.

An example of an RTCP Receiver Report packet is shown in Figure 10.33. The
Receiver Report is for the RTP voice call session introduced in the example of Fig-
ure 10.32. The middle pane shows that the packet type number (201) identifies the packet
as a receiver report. Note that Source 1 in the report has SSRC number 1704218765,
which corresponds to the source in the previous example. The receiver report provides
information on the total number of packets received and the number of lost packets. It
also provides information on the sequence number count and on the jitter of the packet
interarrival times. The SDES in the middle pane, if expanded, would show the sender’s
name and other information.

RTCP was designed to provide minimal control functionality. In particular RTCP
does not provide explicit membership control and session setup. The intent is that a
separate session control protocol would provide this functionality. In the next section we
introduce several protocols and recommendations that can provide this functionality.
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10.7 SESSION CONTROL PROTOCOLS

A session is an association involving the exchange of data between two or more Internet
end systems. Session control refers to the various functions that are involved in the
setting up, maintaining, and termination of a session. As an example of a session,
consider a multimedia videoconference meeting.8 Before the meeting can be set up, the
time and participants in the session need to be specified. Technical details such as media
encoding, transport protocols, addresses and port numbers also need to be specified. The
session needs to be announced, that is, participants and relevant servers need to receive
the description of the session. At the appropriate time, the session needs to be initiated
and maintained. In the case of the videoconference, conference control is also required.
Each of these functions (description, announcement, initiation, and conference control)
involves a different set of protocols. The IETF is developing protocols that provide all of
these functions: Session Description Protocol (SDP), Session Announcement Protocol
(SAP), Session Initiation Protocol (SIP), and Simple Conference Control Protocol
(SSCP). The Real-Time Streaming Protocol (RTSP) has been developed to control the
playback of streaming media. In this section, we focus on the IETF’s Session Initiation
Protocol and ITU’s H.323 protocols, which are key protocols for the deployment of
multimedia applications.

10.7.1 Session Initiation Protocol

The Session Initiation Protocol (SIP) [RFC 2543] is an application-layer control pro-
tocol that can be used to establish, modify, and terminate multimedia sessions or calls
with one or more participants. These multimedia sessions can be an Internet telephony
call, a multimedia videoconference, a distance learning session, or multimedia distri-
bution. SIP and extensions of SIP can also be used for instant messaging and event
notification (i.e., voicemail notification, stock notification, and callback notification).
SIP can be used to manage other types of sessions, such as distributed games.

The participants in the SIP session can be people or various types of media devices
(e.g., media servers). The participants in a SIP session can communicate via multicast
or via a mesh of unicast connections. SIP uses invitation messages to set up a session,
and these messages include session descriptions. SIP provides support for user mobility
by enabling users and resources to be located using location-independent names. SIP
applications dynamically register their current location when they are launched. SIP is
designed to be independent of lower-layer transport protocols, so SIP can operate over
UDP or over TCP.

SIP is similar to HTTP in that it is a text-based client/server protocol with syntax
very similar to HTTP. A transaction consists of the issuing of a request by a client
and the returning of one or more responses by one or more servers. Basic signaling
functions are implemented with one or more transactions. As in the case of HTTP,
each SIP request invokes a method in a server. SIP provides six methods: INVITE,

8A more interesting example might be a distributed game.
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(1)

INVITE sip: tom@startup.com
c � IN IPv4 192.168.12.5
m � audio 35092 RTP�AVP 0 

INVITE sip: tom@192.168.15.17
c � IN IPv4 192.168.12.5
m � audio 35092 RTP �AVP 0 

(2) (3)

(4)

(5) ringing

(6)

SIP/2.0 200 OK

(7)

SIP/2.0 200 OK

(8)

ACK

(9)

Media flow

FIGURE 10.34 SIP message exchange.

ACK, OPTIONS, BYE, CANCEL, REGISTER. INVITE and ACK are the most basic
methods and are used to initiate calls.

Consider the example in Figure 10.34 where Steve calls Tom. Steve is at his desk
and he has a phone that uses SIP to set up connections. After Steve has indicated that
he wants to call Tom, the SIP client in Steve’s phone prepares an INVITE message
which resembles an HTTP request message. The message includes an identifier for
TOM, sip: tom@startup.com, as well as information about the media encoding, the
protocol that is to be used (UDP or TCP), and the port numbers. The client sends the
INVITE message to the IP address and port corresponding to Tom’s identifier if it has
the information. If it does not know the address, the client sends the message to a local
SIP proxy server as shown in step 1 in Figure 10.34 using port 5060. (IP addresses are
assigned dynamically by DHCP so typically the INVITE message will usually go to
the proxy server.)

The responsibility of the SIP proxy server is to route the INVITE message to the IP
address of the device that Tom is currently using. As shown in step 2 in the figure, the
proxy server may need to consult Tom’s SIP registrar. Whenever Tom launches a SIP
application, the application sends a registration message with the current IP address to
Tom’s registrar. In step 3 the registrar responds to the proxy server with the IP address
where Tom can be reached currently, say his workstation. The proxy server then issues a
SIP INVITE request with the precise IP address to Tom’s workstation (step 4). The user
agent server in the workstation alerts Tom of the incoming call (step 5) and returns a
success indication (OK 200) to the proxy server (step 6). The proxy server forwards
the success indication to Steve’s phone (step 7). Finally Steve’s SIP client confirms
receipt of the response message by sending an ACK message to Tom’s device, either
directly or through the proxy server (step 8). The call setup is now completed. In step 9
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Tom’s and Steve’s devices can begin exchanging voice information directly. Note that
the path followed by the INVITE message may be completely different than that used
in the exchange of voice information.

The above example illustrates that SIP system has two components: user agents
and network servers. The user agent is software in an end system that acts on behalf of
a human user. The user agent has two parts: a protocol client, called User Agent Client
(UAC), is used to initiate a call; a protocol server, called User Agent Server (UAS),
is used to answer a call. Together the UAC and UAS allow for peer-to-peer operation
using a client/server protocol.

The function of the network servers is to do the call routing to establish a call, that
is, to find the desired user in the network. The network servers can be of two types:
proxy and redirect. A proxy server receives a request, determines which server to send
it to, and then forwards the request. Several servers may be traversed as a request flows
from UAC to UAS. The eventual response traverses the same set of servers but in the
reverse direction. It is quite possible for a user to have several SIP applications active at
a given time. SIP allows a proxy server to fork a request and forward it simultaneously to
several next-hop servers. Each of these branches can issue a response, so SIP provides
rules for merging the returning responses. A redirect server does not forward a request,
and instead it returns a message to the client with the address of the appropriate next-hop
server.

Let us examine more closely how a session is set up. To establish a call, an INVITE
request is sent to the UAS of the desired user. In general, the IP address or hostname
of the desired user is not known. As a result, this information must be obtained from a
name, such as e-mail address, telephone number, or other identifier. Typically the first
INVITE request message has the following form:

INVITE sip:tom@startup.com SIP/2.0
Via SIP/2.0/UDP 168.192.12.5
From: sip:steve@startup.com
To: sip:tom@startup.com
Call-ID: 12345@startup.com
CSeq: 1 INVITE
Content-Type: application/sdp
Content-Length: 885

c=IN IPv4 192.168.12.5
m=audio 35092 RTP/AVP 0

The INVITE request contains the callee’s SIP address followed by the SIP version.
When the message is originated and each time the SIP message passes through a SIP
device, the IP address of the device is attached using a Via header. The Via headers
indicate the path taken by a request so far and ensures that responses take the same
path as the request. The SIP message also contains a From and a To header. A Call-
ID provides a unique identifier for a particular invitation. Every request message has
a command sequence (CSeq) header that contains the request method and a single
decimal sequence number. The Content-Type header specifies the format that is used in
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FIGURE 10.35 Example of SIP INVITE request.

the body of the message. The default is application/sdp which indicates that the Session
Description Protocol format is used to provide information about the number and types
of media streams in the session. The Content-Length gives the size of the message body
in octets. The content of the message follows after a carriage return and a line feed.
In the above example, the content gives the IP address of Steve’s phone and specifies
that an audio media encoding using mu-law PCM on UDP port 35092 is requested.
Figure 10.35 shows an example of a SIP INVITE request packet.

The UAC sends the INVITE request to an appropriate network server, which in
turn may proxy or direct the call to other servers until a server is found that knows the
IP address of the desired user. All responses to a request contain the same values in the
Call-ID, CSeq, To, and From fields in order to enable responses to be matched with
requests. The response to an INVITE request from the UAS contains a reach address
that the UAC can use to send further transactions directly to the UAS. Consequently
the SIP network servers do not need to maintain call state. The response to the INVITE
also provides the information about the media content for the callee.

The REGISTER method is used to send location information to a SIP server. For
example, a user can send REGISTER to help a server map an incoming address into an
outgoing address that can reach the user or a proxy that know how to reach the user. A
typical example involves a user sending a REGISTER message to its usual SIP server
giving it a temporary forwarding address.
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BYE is used to terminate a connection between two users. OPTIONS is used to
request information about the capabilities of a callee without setting up a call. CANCEL
is used to terminate a pending request.

INTERNET TELEPHONY AND IP TELEPHONY
The terms Internet telephony and IP telephony are used to distinguish between two
approaches to providing telephone service over IP that are different in a subtle but
fundamental way. Internet telephony is used to describe telephone service using the
classical Internet approach where the service control is in the end user’s system (e.g.,
the PC). The SIP protocol provides the means for providing the end systems with
telephone service control. This approach is characterized by smart and powerful end
systems.

IP telephony is used to describe telephone service over IP in which service
control is provided by intelligence inside the network. This follows the traditional
telephone network setting where the terminal (e.g., telephone) is a very low-cost
low-functionality device. The actual setting up of a connection across the network
is done by switches that the terminal equipment attaches to.

The interworking of telephone service that spans the Internet and the telephone
network is addressed by the introduction of gateways, as provided by H.323 and
related approaches.

10.7.2 H.323 Multimedia Communication Systems

ITU-T Recommendation H.323 consists of a set of standards to provide support for real-
time multimedia communications on LANs and packet networks that do not provide
QoS guarantees. H.323 evolved out of the H.320 videoconferencing standards for ISDN.
H.323 terminals and equipment can carry voice, video, data, or any combination of
these. H.323 addresses call control, multimedia management, bandwidth management,
and interfaces to other networks. In particular it provides a means for interworking
telephone-based and IP-based conferencing.

As shown in Figure 10.36, an H.323 network involves several components. In
addition to H.323 terminals, the network involves gateways, gatekeepers, and multipoint
control units.

The gateways provide interworking between H.323 terminals in the packet network
and other terminal types (e.g., telephone sets in a conventional telephone network). The
gateway is responsible for the translation between audio and video codec formats. For
example, a speech signal may be encoded using ITU-T G.729 8 kbps compression with
RTP framing in the packet network and 64 kbps PCM in a telephone network. The
gateway is responsible for the translation between the two media formats.

The gateway is also responsible for the mapping of signaling messages from the
packet side of the network to other networks. In particular, in telephony applications
the gateway performs call setup between the packet network and the public telephone
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FIGURE 10.36 Components of H.323 network and interworking
with a telephone network.

network. In particular, the gateways terminate H.323 signaling on the packet network
side and usually ISDN signaling on the telephone network side. Part of the call setup
involves establishing a path for the call across the gateway.

The gatekeepers are responsible for control of calls within an H.323 network. Gate-
keepers grant permission or deny requests for connections. They manage the bandwidth
that can be used by calls. Gatekeepers perform name-to-address translation, and they
direct calls to appropriate gateways when necessary.

H.323 terminals in a multipoint conference can send audio and video directly to
other terminals using multicasting. They can also use multipoint control units that can
combine incoming audio streams and video streams and transmit the resulting streams
to all terminals.

Figure 10.37 shows the scope of an H.323 terminal. H.225 specifies the call control
procedures that are to be used for setting up H.323 calls in the H.323 network. The
procedures use a subset of the Q.931 messages that are used in conventional ISUP
signaling.9 Terminals are addressed using either IP addresses or names (e-mail address,
telephone number) that can be mapped to an IP address. H.225 also stipulates that
RTP/RTCP is to be used in the packetization of the audio and video streams.

The H.245 control channel is a reliable channel (operating over TCP) that carries
the control messages to set up logical channels, including the exchange of transmit
and receive capabilities. The RAS control deals with registration, admission control,
bandwidth management between endpoints and gatekeepers.

H.323 specifies audio and video codecs that are supported. All H.323 terminals
are required to support the G.711 voice standard for log-PCM voice compression.

9ISUP signaling was discussed in Chapter 4.
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FIGURE 10.37 An H.323 terminal.

Additional audio codecs are also specified. Video is optional in H.323 terminals. QCIF
H.261 video is the baseline video mode.

Consider once again the Microsoft® Netmeeting® example introduced in Sec-
tion 10.6.2 in the discussion of RTP and RTCP. Figure 10.38 shows the exchange of
messages that transpired in the setup of the voice call using H.323. Initially H.225 mes-
sages are used to set up the call: Frame 15 shows the setup message from 192.168.2.2
to 192.168.2.17, followed by an Alerting message response (frame 18), and completed
with a Connect message (frame 22). The middle pane shows the type of information that
is contained in the setup message. H.245 terminal capability messages are exchanged
next to negotiate the type of media and encodings that are to be used in the session
(frame 28, 29, . . . ). The message exchange is also used to determine that one terminal is
to act as master and the other as slave in order to avoid potential conflicts that may arise.
The master terminal then initiates the opening of a logical channel in one direction,
and the slave follows by opening a channel in the opposite directions. The flow of RTP
packets can then begin. When the session is complete, H.245 and H.225 messages are
exchanged to terminate the session. Figure 10.38 only shows the first two packets in
the H.245 exchange.

10.7.3 Media Gateway Control Protocols

The H.323 recommendation was developed assuming relatively powerful end systems
attached to the packet network. The signaling and processing requirements are too
complex for simple terminal equipment such as telephones. This has led to proposals
for approaches that allow simple terminal equipment to connect to the Internet and
provide telephone service. The approaches have two aspects. The first aspect involves
the introduction of a residential gateway that is interposed between a telephone and
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FIGURE 10.38 H.323 call setup.

the Internet and that provides the required processing capability. The second aspect
involves the partitioning of the functions of the H.323 gateway into two parts. The
media gateway is placed between the Internet and the telephone network and its role
is to carry out media format conversion. The call control function is provided by call
agents that are placed in the Internet. The residential gateways interact with the call
agents to set up a telephone call. The call agents in turn interact with SS7 gateways
that allow them to interact with the telephone signaling system. The call agents use a
media gateway control protocol to control the setup of connections across the media
gateways.10

10The media gateway control protocols are under development, so the reader is referred to the IETF website
for the current status of these standards.
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CONTROL AT THE EDGE OR INSIDE THE NETWORK?
The Internet and the traditional telephone network are fundamentally different in
their approach to service control. The Internet has always placed control in the end
system and made minimal assumptions about the network—in fact, the network of
networks. The telephone network has always placed service control in the switches
inside the network. The two approaches lead to fundamentally different philosophies
with respect to the introduction of new services. The traditional Internet approach,
by keeping control in the end system, allows any new application that operates over
TCP/IP to be readily introduced into the network, without the permission of the
operator. The traditional telephone approach by keeping control inside the network
allows the network operator to decide what services to deploy in the network. The
experience with the World Wide Web has demonstrated that the Internet approach
leads to a much faster rate of service introduction. This is, of course, due to the
fact that the Internet empowers a much larger community to define and introduce
services. Nevertheless, it is possible that, as the Internet service industry matures
and a few dominant operators emerge, there will be a temptation to control the
services that are available to the end users by progressively moving service control
back inside the network. We can only hope that network architectures will emerge
that will allow network-centric and network-edge control protocols to co-exist and
thus foster competition and continue to allow end users to innovate and to drive the
introduction of new services.

SUMMARY

In this chapter we have examined various network architectures that were designed to
improve the performance and value of the current Internet infrastructure. We described
the integrated services model that provides per flow QoS in the Internet environment,
and the associated signaling protocol called RSVP. We also examined the differentiated
services model that provides a simpler form of QoS in a more scalable solution.

We considered the peer model in which IP routing and addressing are combined
with layer 2 forwarding. In particular we introduced MPLS, which combines network
layer routing with layer 2 forwarding to produce a system that combines low-cost,
very high scalability, and flexibility in the routing paradigms that can be supported. We
also discussed how the signaling and routing capabilities of MPLS are generalized in
GMPLS to make circuit-based SONET and optical networks more responsive, flexible,
and efficient.

Finally, we examined several protocols that are intended to facilitate the deployment
of multimedia services in the Internet. RTP and RTCP provide the means for encapsu-
lating many types of multimedia information over UDP. SIP and H.323 complement
RTP by providing a means for setting up, maintaining, and terminating multimedia
sessions.
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CHECKLIST OF IMPORTANT TERMS

Assured Forwarding PHB (AF PHB)
bandwidth broker
controlled-load service
differentiated services (diffserv) model
dropper
Expedited Forwarding PHB (EF PHB)
filterspec
flowspec
Forwarding Equivalence Class (FEC)
Generalized MPLS (GMPLS)
global repair
guaranteed service
integrated services (intserv) model
Label Distribution Protocol (LDP)
Label Switching Router (LSR)
Label Switched Path (LSP)
link bundling
Link Manegement Protocol (LMP)
link protection/restoration
LSP hierarchy
local repair
marker
meter
MultiProtocol Label Switching (MPLS)
Multiprotocol Over ATM (MPOA)
node protection/restoration

overlay model
path
path protection/restoration
PathTear
peer model
per-hop behavior (PHB)
protection
protection path
Real-Time Transport Protocol (RTP)
ReSerVation Protocol (RSVP)
restoration
Resv
ResvTear
RSVP-TE
RTP Control Protocol (RTCP)
service level agreement (SLA)
session
shaper
Session Initiation Protocol (SIP)
traffic classifier
traffic conditioner
traffic conditioning agreement (TCA)
VC merging
virtual private network (VPN)
working path
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PROBLEMS

10.1. Can all traffic in an intServ router be of guaranteed service type? Explain.

10.2. Develop a packet-scheduling approach to provide guaranteed service, controlled load
service, and best-effort service in a router. Can any mix of these three traffic types be
supported? Explain.

10.3. RSVP signaling is very different from ATM signaling. Discuss the differences and list
the advantages and disadvantages of each protocol.

10.4. Consider the merging of reservations in RSVP. Suppose that there is a single sender and
2n receivers that are reached through path that consists of a depth n binary tree that has
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router located at each node. What is the total number of reservation request messages
that are generated by the receivers?

10.5. Suppose RSVP is used to set up a virtual private network to interconnect n users across
an Internet. Discuss the appropriateness of the three RSVP reservation styles for this
application.

10.6. Select and justify a choice of an RSVP reservation style that is appropriate for the
following situations:
(a) A multiuser application where a video stream from each participant must be delivered

to every other participant.
(b) An audioconferencing application that is self-limiting in that more than two partic-

ipants are unlikely to speak simultaneously.
(c) A multiuser application in which each participant must receive explicit permission

before they can transmit information.

10.7. What information needs to be carried by Resv messages in RSVP to set up guaranteed
IP service with a specific bandwidth and a given delay bound requirement? How does a
router process this information?

10.8. Discuss the interplay between QoS routing algorithm, RSVP, and integrated services IP.

10.9. Explain how the soft-state feature of RSVP allows it to adapt to failures in the network.

10.10. Discuss whether RSVP provides a scalable means to set up connections to a session that
consists of the broadcasting of a given TV program.

10.11. Explain what happens if RSVP is used to set up small bandwidth flows on a large
bandwidth link? How well does RSVP scale in this situation?

10.12. Obtain a packet capture file for RSVP either in the lab or downloaded from a website.
Examine the details of Path, Resv, and refresh messages.

10.13. What RSVP reservation style is appropriate for distributed network gaming?

10.14. What RSVP reservation style is appropriate for instant messaging? For stock price
notification?

10.15. A sender transmits layered video information. Provide appropriate reservation messages
for the receivers in Figure 10.5 if Rx1 is on a 802.11 wireless LAN, Rx2 is on a 3G cell
phone, and Rx3 is a workstation on a fast Ethernet LAN.

10.16. Derive the state lifetime L in RSVP.

10.17. Discuss possible scheduling mechanisms (e.g., head-of-line priority, weighted fair queue-
ing) that you could use to implement EF PHB, AF PHB group, and DE PHB. Discuss
the trade-offs between performance and complexity.

10.18. Perform a web search of router equipment that implements differentiated services IP. Find
out what PHBs are supported by the routers, and if possible, find out what scheduling
mechanisms are used to implement the PHBs.
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10.19. Perform a web search for microelectronic chips that implement packet scheduling. What
QoS mechanisms are supported by these chips? At what bit rates? Do the chips require
external memory and if so how much? Explain the memory requirements.

10.20. Provide arguments for and against the statement: “It is essential that Ethernet provide
QoS.”

10.21. Can MPLS make use of DS information to determine the forwarding experienced by
different traffic flows? If yes, explain how. If no, explain why not.

10.22. What is an appropriate traffic conditioner for EF PHB packets? AF PHB packets?

10.23. Suppose that two RSVP-capable users are each connected to an intranet which in turn
connect them through an Internet backbone that provides differentiated services IP. Sup-
pose that the intranets provide integrated services IP. Explain the functions that must
be implemented in the intranet routers in order to provide controlled load service and
guaranteed service.

10.24. Compare integrated services IP and differentiated services IP in terms of their ability to
protect themselves against theft of service.

10.25. Explain why shaping may be required at the egress node of a differentiated services
domain.

10.26. With reference to Figure 10.12, explain how the various types of routers are configured
to support packet transport services that require end-to-end low delay and low jitter (i.e.,
voice over IP).

10.27. A common IP-over-ATM overlay model uses an ATM permanent virtual connection
(PVC) to connect each pair of IP routers thereby creating a fully meshed topologies for
the IP network. Thus N (N − 1)/2 PVCs are needed if there are N routers. Suppose
that the routers run a link-state protocol (e.g., OSPF) among themselves. How many
advertisements would the routers receive if a given PVC is down? Repeat if a given
router is down.

10.28. Discuss the advantages and disadvantages of different label assignment approaches (i.e.,
traffic-driven, topology-driven, and request-driven) in terms of number of connections,
and latency.

10.29. MPOA uses flow detection to set up virtual circuits whereas MPLS relies on routing
topology to establish virtual circuits. Discuss the advantages and disadvantages of the
two approaches.

10.30. Consider explicit routing in MPLS.
(a) Can explicit routing in MPLS be used to select a route that meets the QoS require-

ments of a particular flow (e.g., guaranteed bandwidth and delay)? Explain.
(b) Give an example at a fine level of granularity that can make use of the QoS explicit

routing in part (a). Give another example at a coarser level of granularity.
(c) Compare the case where the first LSR computes an explicit path to the case where

all LSRs participate in the selection of the path. What information does the first LSR
require to select an explicit path?
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10.31. In an MPLS domain, rank the following three flows in terms of their level of aggregation:
(a) all packets destined to the same host, (b) all packets with the same egress router,
(c) all packets with the same CIDR address.

10.32. Consider MPLS for unicast traffic. Explain what information is used to specify labels
when labels are determined according to (a) host pairs, (b) network pairs, (c) destination
network, (d) egress router, (e) next-hop AS, (f) destination AS.

10.33. Explain why it may be useful for the MPLS header to carry a time-to-live value.

10.34. Compare the overall scalability of the following three cases:
(a) Layer 3 forwarding only: each router performs a longest-prefix match to determine

the next forwarding hop.
(b) Layer 3 forwarding and some Layer 2 MPLS forwarding;
(c) Layer 2 MPLS forwarding only.

10.35. Are MPLS label switching and packet filtering at firewalls compatible? Explain.

10.36. Discuss what factors determine the level of computational load for label assignment
and distribution for the following three cases: (a) topology-driven label assignment,
(b) request-driven label assignment, (c) traffic-driven label assignment.

10.37. Compare MPLS label stacks and IP-over-IP encapsulation tunnels in terms of their traffic
engineering capabilities.

10.38. Compare the following two approaches to traffic engineering:
(a) Offline computation: A central site knows the demand (total bandwidth requirement)

between each pair of LSRs and computes the paths in the network.
(b) Online computation: An ingress LSR independently computes a path to a specified

egress LSR as new demands arrive at the ingress LSR.

10.39. Suppose that an MPLS network consisting of N routers supports C diffserv traffic classes.
A trunk is defined as traffic from a single traffic class that is aggregated into an LSP.
(a) What is the maximum number of trunks if a trunk is defined for every pair of ingress

router and egress router?
(b) Suppose that the trunks in part (a) are merged if they have the same traffic class and

the same egress routers. What is the maximum number of multipoint-to-point trees
rooted in an egress router?

(c) Can you think of other ways of merging trunks?

10.40. Can an MPLS label correspond to all packets that match a particular integrated services
filter specification? If yes, explain how such a label may be used. If no, explain why not.

10.41. Suppose that network 2 in Figure 10.15 is a SONET network and that networks 1 and 3 are
IP networks. Explain the overlay and peer-to-peer models to network interconnection.
What changes if network 1 and network 3 are MPLS networks? What changes if the
network 2 uses GMPLS?

10.42. Suppose that network 2 in Figure 10.15 provides optical wavelength service and that
networks 1 and 3 are IP networks. Explain the overlay and peer-to-peer models to network
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interconnection. What changes if network 1 and network 3 are MPLS networks? What
changes if network 2 uses GMPLS?

10.43. Suppose that network 2 in Figure 10.15 provides optical wavelength services and that
networks 1 and 3 are SONET networks. Explain the overlay and peer-to-peer models to
network interconnection. What changes if all the networks use GMPLS?

10.44. Does the notion of label merging apply to GMPLS? Explain.

10.45. Suppose that MPLS traffic runs over a SONET network. Is protection and restoration
required at both the SONET and MPLS levels? Explain.

10.46. Consider a 4-node fully connected optical network. Suppose that each pair of nodes is
connected by optical fiber that carries 100 wavelengths in each direction. Compare the
scale required to do OSPF routing with and without link bundling.

10.47. Should RTP be a transport layer protocol? Explain why or why not.

10.48. Can RTP be used to provide reliable real-time communication? If yes, explain how. If
no, explain why not.

10.49. Can RTP operate over AAL5? Explain.

10.50. Suppose that the marker bit in the RTP header is used to indicate the beginning of a
talkspurt. Explain the role of the timestamps and sequence numbers at the receiver.

10.51. Discuss the relative usefulness of RTCP for unicast and multicast connections.

10.52. Run Microsoft NetMeeting or some other conferencing application that carries voice and
or video. Capture the packets that are exchanged during the setting up of the session and
during the data transfer phase. Determine what protocols are used for session setup and
for data transport. Examine details of the fields in each packet type. What type of media
encoding is used?

10.53. Repeat the previous problem for a distributed network game.

10.54. Suppose a router acts as a firewall and filters packets. Can the router identify RTP packets?
Can the router identify RTP packets from different connections?

10.55. Suppose you want to implement an IP telephony system.
(a) Look up the RTP payload format for G.711. Discuss the transmission efficiency for

the resulting system.
(b) Repeat for G.729.

10.56. Explain the relevance to scalability of the SIP protocol not having to maintain state.
Contrast this with the case of traditional telephone networks.
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10.57. Consider whether and how SIP can be used to provide the following services:
(a) Call Display: The number and/or name of the calling party is listed on a screen

before the call is answered.
(b) Call Waiting: A special sound is heard when the called party is on the line and

another user is trying to reach the called party.
(c) Call Answer: If the called party is busy or after the phone rings a prescribed number

of times, the network gives the caller the option of leaving a voice message.
(d) Three-Way-Calling: Allows a user to talk with two other people at the same time.

10.58. A professor has three locations at his university: his regular professorial office, his lab,
and the administrative office for a research center he operates.
(a) Explain how the fork capability of SIP may be used to direct an Internet phone call

to the professor.
(b) Suppose that the professor spends Tuesdays working at a small startup, where he

also has an Internet phone. Explain how a REGISTER message can be used to direct
calls from the profesorial office in the university to the startup.

(c) Suppose that on Wednesday, the professor forgets to change the forwarding instruc-
tions from the day before. Can a call placed to him at the startup reach him at the
office? At the lab?

10.59. Suppose that a university campus is covered by 802.11 wireless LANs that are connected
to the campus IP backbone. Explain how SIP, RTP, and associated protocols can be used
to provide mobile phone service across the campus. Explain how the service can be
extended to provide service to other universities.

10.60. A recent proposal involves replacing the H.323 gateway with a trunking gateway that is
responsible solely for media format conversion. Signaling to establish a call is handled
by a call agent that talks to the client on the packet network side, to signaling #7 gateway
to the telephone network, and to the trunking gateway.
(a) Explain how a telephone call is set up between an Internet terminal and a tele-

phone set.
(b) Does this system have greater scalability than an H.323 gateway?
(c) Can the call agents be used to move telephone network Intelligent Network func-

tionality to the Internet?
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C H A P T E R 11

Security Protocols

To provide certain services, some communication protocols need to process the infor-
mation they transmit and receive. For example, protocols that provide reliable com-
munication service encode the transmitted information to detect when transmission
errors have occurred so that they can initiate corrective action. Another example is a
security protocol that provides a secure communication service that prevents eaves-
droppers from reading or altering the contents of messages and prevents imposters
from impersonating legitimate users. In this chapter we discuss the following aspects
of security:

1. Security and cryptography. We introduce the threats that can arise in a network
context, and we identify various types of security requirements. We introduce secret
key and public key cryptography and explain how they meet the above security
requirements.

2. Security protocols. We develop protocols that provide security services across inse-
cure networks. We also introduce protocols for establishing a security association
and for managing keys. We relate these security protocols to the standard security
protocols developed for the IP layer—IP Security (IPSec)—and for the transport
layer—Secure Sockets Layer (SSL) and Transport Layer Security (TLS).

3. Cryptographic algorithms. This optional section describes the Data Encryption
Standard (DES) and the Rivest, Shamir, and Adleman (RSA) encryption algorithm.

11.1 SECURITY AND CRYPTOGRAPHIC
ALGORITHMS

Public packet-switching networks such as the Internet traditionally have not been secure
in the sense of providing high levels of security for the information that is transmitted. As
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FIGURE 11.1 Network security
threats: (a) eavesdropping, (b) client
imposter, (c) denial of service,
(d) server imposter,
(e) man-in-the-middle.

these networks are increasingly used for commercial transactions, the need to provide
security becomes critical. We showed earlier that many transactions take the form of a
client/server interaction. Figure 11.1 shows several threats that can arise in a network
setting:

• Information transmitted over the network is not secure and can be observed and
recorded by eavesdroppers. This information can be replayed in attempts to access
the server.

• Imposters can attempt to gain unauthorized access to a server, for example, a bank
account or a database of personal records.

• An attacker can also flood a server with requests, overloading the server resources
and resulting in a denial of service to legitimate clients.

• An imposter can impersonate a legitimate server and gain sensitive information from
a client, for example, a bank account number and associated user password.

• An imposter manages to place itself as the man in the middle, convincing the server
that it is the legitimate client and the legitimate client that it is the legitimate server.

These threats give rise to one or more of the following security requirements for
information that is transmitted over a network:

• Privacy or confidentiality: The information should be readable only by the intended
recipient.

• Integrity: The recipient of the information should be able to confirm that a message
has not been altered during transmission.
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• Authentication: It should be possible to verify that the sender or receiver is who he
or she claims to be.

• Nonrepudiation: The sender cannot deny having sent a given message.1

These requirements are not new; they take place whenever people interact. Con-
sequently, people have developed various means to provide these security needs. For
example, the privacy and integrity of important and sensitive information is maintained
by keeping it under lock and key. In sensitive situations people are required to identify
themselves with official documentation. Contracts are signed so that the parties cannot
repudiate an agreement. In this and subsequent sections we are interested in developing
analogous techniques that can be used to provide security across a network.

The need for security in communications is in fact also not new. This need has
existed in military communications for thousands of years. It should not be surprising
then that the approaches developed by the military form the basis for providing security
in modern networks. In particular, the possession of secrets, such as passwords and keys,
and the use of encryption form the basis for network security.

One feature that is new in the threats faced in computer networks is the speed with
which break-in attempts can be made from a distance by multiple coordinated attackers
using a network. Because the threats are implemented on computers, very high attempt
rates are possible. Countermeasures include a wide range of elements from firewalls
and network security protocols to security practices within an organization. In this
chapter we focus on network protocols that provide security services. We emphasize
that the overall security of a system depends on many factors, only some of which are
addressed by network protocols.

In the following section we present an overview of basic cryptographic techniques
and show how they can be used to meet the security requirements. We then discuss
security in the context of peer-to-peer protocols. Finally, we show how these protocols
are used in Internet security standards.

11.1.1 Applications of Cryptography to Security

The science and art of manipulating messages to make them secure is called
cryptography. An original message to be transformed is called the plaintext, and
the resulting message after the transformation is called the ciphertext. The process
of converting the plaintext into ciphertext is called encryption. The reverse process is
called decryption. The algorithm used for encryption and decryption is often called
a cipher. Typically, encryption and decryption require the use of a secret key. The
objective is to design an encryption technique so that it would be very difficult if not
impossible for an unauthorized party to understand the contents of the ciphertext. A user
can recover the original message only by decrypting the ciphertext using the secret key.

For example, substitution ciphers are a common technique for altering messages
in games and puzzles. Each letter of the alphabet is mapped into another letter. The

1On the other hand, some situations require repudiation, which enables a participant to plausibly deny that
it was involved in a given exchange.
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ciphertext is obtained by applying the substitution defined by the mapping to the plain-
text. For example, consider the following substitution:

a b c d e f g h i j k l m n o p q r s t u v w x y z
z y x w v u t s r q p o n m l k j i h g f e d c b a

where each letter in the first row is mapped into the corresponding letter in the row
below. The message “hvxfirgb” is easy to decode if you know the key, which is the
permutation that is applied.

Transposition ciphers are another type of encryption scheme. Here the order in
which the letters of the message appear is altered. For example, the letters may be
written into an array in one order and read out in a different order. If the receiver knows
the appropriate manner in which the reading and writing is done, then it can decipher
the message. Substitution and transposition techniques are easily broken. For example,
if enough ciphertext is available, such as through eavesdropping, then the frequency of
letters, pairs of letters, and so forth can be used to identify the encryption scheme.

Modern encryption algorithms depend on the use of mathematical problems that are
easy to solve when a key is known and that become extremely difficult to solve without
the key. There are several types of encryption algorithms, and we discuss these next.

SECRET KEY CRYPTOGRAPHY
Figure 11.2 depicts a secret key cryptographic system where a sender converts the
plaintext P into ciphertext C = EK (P) before transmitting the original message over
an insecure channel. The sender uses a secret key K for the encryption. When the
receiver receives the ciphertext C, the receiver recovers the plaintext by performing
decryption DK (C), using the same key K. It is the sharing of a secret, that is, the
key, that enables the transmitter and receiver to communicate. Symbolically, we can
write P = DK (EK (P)). Secret key cryptography is also referred to as symmetric key
cryptography.

The selection of the cryptographic method must meet several requirements. First
of all, the method should be easy to implement, and it should be deployable on large
scale. This suggests adopting a standard mathematical algorithm that can be readily
implemented. On the other hand, the algorithm must provide security to all of its users.
It is here that the use of a key plays an essential role. The key must uniquely specify
a particular variation of the algorithm that will produce secure ciphertext. Indeed the
best algorithms should prevent an attacker from deriving the key even when a large
sample of the plaintext and corresponding ciphertext is known. In general, the number
of possible keys must be very large. Otherwise, a brute force approach of trying all
possible keys may be used to break the secret key.

Ciphertext C � EK(P)Plaintext P  P

Encryption Decryption

EK(.) DK(.)

Key K Key K

FIGURE 11.2 Secret key
cryptography.
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ReceiverSender
John to Jane, ‘‘let's talk’’

r

r�

Ek(r)

Ek(r�)

FIGURE 11.3 Secret key
authentication.

Clearly, secret key cryptography addresses the privacy requirement. A message that
needs to be kept confidential is encrypted prior to transmission, and any eavesdropper
that manages to gain access to the ciphertext will be unable to access the contents of
the plaintext message. The Data Encryption Standard (DES) is a well-known example
of a secret key system and is discussed in a later section.

A traditional method of authentication involves demonstrating possession of a
secret. For example, in a military setting a messenger might be confirmed to be authentic
if he or she can produce the correct answer to the specific question. A similar procedure
can be used over a network, using secret key cryptography. Suppose that a transmitter
wants to communicate with a receiver as shown in Figure 11.3 and that the receiver
and transmitter share a secret key. The transmitter sends a message identifying itself.
The receiver replies with a message that contains a random number r . This process is
called a challenge. The transmitter then sends a response with an encrypted version
of the random number. The receiver applies the shared key to decrypt the number.
If the decrypted number is r , then the receiver knows that it is communicating with
the given transmitter. If the transmitter also wishes to authenticate the receiver, the
transmitter can then issue a challenge by sending its own random number. It is extremely
important that the random numbers used in each challenge be different; otherwise, an
eavesdropper, such as the one in Figure 11.1, could maintain a table of challenges and
responses and eventually manage to be authenticated. The term nonce, derived from
number once, describes the desired random numbers.

Integrity refers to the ability to ascertain that a message has not been altered dur-
ing transmission. One approach is to encrypt the entire message, since the modified
ciphertext, when decrypted, will produce gibberish. However, in general the message
itself may not have been encrypted prior to transmission. The next section discusses
how integrity can be provided in this case.

CRYPTOGRAPHIC CHECKSUMS AND HASHES
The usual approach to providing integrity is to transmit a cryptographic checksum or
hash along with the unencrypted message. The transmitter and receiver share a secret
key that allows them to calculate the checksum that consists of a fixed number of bits.
To ascertain integrity, the receiver calculates the checksum of the received message
and compares it to the received checksum. If the checksums agree, the message is
accepted. Note that this procedure corresponds exactly to that used in error detection in
Chapter 3.
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A cryptographic checksum must be designed so that it is one way in that it is
extremely difficult to find a message that produced a given checksum. Furthermore,
given a message, finding another message that would produce the same checksum
should also be extremely difficult. In general the checksum is much shorter than the
transmitted message. However, the cryptographic checksum cannot be too short. For
example, suppose that we are dealing with messages that are 1000 bits long and that
we are using a checksum that is 128 bits long. There are 21000 possible messages and
“only” 2128 possible checksums, so on average 21000/2128 = 2872 messages produce the
same checksum. This calculation does not mean that it is easy to find a message that
corresponds to a given checksum. Suppose we start going through all 21000 possible
messages, computing their checksum, and comparing to the desired checksum. The
fraction of messages with the desired checksum is 1/2128, so on average it will take
us 2128 tries to get to the first message that matches the desired checksum. If it takes
1 microsecond to generate and check a message, then the average time required to find
one that matches the checksum is 1025 years.

The message digest 5 (MD5) algorithm is an example of a hash algorithm. The
MD5 algorithm begins by taking a message of arbitrary length and padding it into a
multiple of 512 bits. A buffer of 128 bits is then initialized to a given value. At each step
the algorithm modifies the content of the buffer according to the next 512-bit block.
When the process is completed, the buffer holds the 128-bit “hash” code. The MD5
algorithm itself does not require a key.

The keyed MD5, which combines a secret key with the MD5 algorithm, is widely
used to produce a cryptographic checksum. First the message is padded to a multiple
of 512 bits. The secret key is also padded to 512 bits and attached to the front and back
of the padded message. The MD5 algorithm then computes the hash code [Kaufman
et al., 1995, p. 120]. Note that in addition to the key, an ID and other information
could be appended. This technique would also allow the receiver to authenticate that
the authorized sender sent the information. A hash function that depends on a secret
key and on a message is called a message authentication code.

The secure hash algorithm 1 (SHA-1) is another example of a hash function.
SHA-1 was developed for use with the Digital Signature Standard. SHA-1 produces
an 160-bit hash and is considered more secure than MD5. A keyed SHA-1 hash is
produced in the same manner as a keyed MD5 hash.

A general method for improving the strength of a given hash function is to use the
hashed message authentication code (HMAC) method. Using MD5 as an example,
HMAC works as follows. First, the shared secret is padded with zeros to 512 bits. The
result is XORed with ipad, which consists of 64 repetitions of 00110110. Second, the
message is padded to a multiple of 512 bits. Third, the concatenation of the blocks in
the first two steps is applied to the MD5 algorithm to obtain a 128-bit hash. The hash
is padded to 512 bits. Fourth, the shared secret is padded with zeros to 512 bits, and
the result is XORed with opad, which consists of 64 repetitions of 01011010. Fifth, the
blocks in the previous two steps are applied to the MD5 algorithm to produce the final
128-bit hash. The general HMAC procedure involves adjusting the block size (512 bits
for MD5) and the hash size (128 bits for MD5) to the particular hash function. For
example, SHA-1 works with a block size of 512 and a hash size of 160 bits.
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Ciphertext C � EK1(P)Plaintext P  P

Encryption Decryption

EK1(.) DK2(.)

Public key K1 Private key K2

FIGURE 11.4 Public key
cryptography.

PUBLIC KEY CRYPTOGRAPHY
Unlike secret key cryptography, keys are not shared between senders and receivers in
public key cryptography (sometimes also referred to as asymmetric cryptography).
Public key cryptography was invented in 1975 by Diffie and Hellman. It relies on two
different keys, a public key and a private key. A sender encrypts the plaintext by using a
public key, and a receiver decrypts the ciphertext by using a private key, as illustrated
in Figure 11.4. Symbolically, a public key cryptographic system can be expressed as
P = DK 2(EK 1(P)), where K1 is the public key and K2 is the private key. In some
systems the encryption and decryption process can be applied in the reverse order such
as P = EK1(DK 2(P)). One important requirement for public key cryptography is that
it must not be possible to determine K2 from K1. In general the public key is small,
and the private key is large. The best-known example of public key cryptography is the
one developed by Rivest, Shamir, and Adleman, known as RSA.2

Public key cryptography provides for privacy as follows. The transmitter uses the
public key K1 to encrypt its message P and then transmits the corresponding ciphertext
EK 1(P) to the receiver. Only the holder of the private key K2 can decrypt the message
P = DK 2(EK 1(P)); therefore, the privacy of the message is assured. Similarly, the
messages from the receiver to the transmitter are kept private by encrypting them with
the transmitter’s public key. Note that integrity is not assured, since an intruder can
intercept the message from the transmitter and insert a new message using the public
key K1. This problem can be addressed by having the transmitter encrypt the message
with its private key K 2′ and transmit EK 1(P ′), where P ′ = DK 2′(P). No intruder can
successfully alter this ciphertext, and the receiver can decrypt it by applying DK 2 to
EK 1(P ′) to recover P ′, followed by EK 1′(P ′) = EK 1′(DK 2′(P)) to recover P .

Public key cryptography can also be used for authentication as shown in Fig-
ure 11.5. Here the transmitter begins by identifying itself. The receiver picks a nonce r ,
encrypts it by using the transmitter’s public key, and issues a challenge. The transmitter
uses its private key to determine the nonce and responds with the nonce r .

ReceiverSender
John to Jane, ‘‘let's talk’’

r

EK1(r)

FIGURE 11.5 Public key
authentication.

2RSA is described in Section 11.3.2.
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Public key cryptography can also be used to provide nonrepudiation by producing a
digital signature. To sign a message the transmitter first produces a noncryptographic
checksum or hash of the message. The transmitter then encrypts the checksum or
hash using its private key to produce the signature. No one else can create such a
signature. The transmitter then sends the message and the signature to the receiver.
The receiver confirms the signature as follows. First the receiver applies the public
key encryption algorithm to the signature to obtain a checksum. The receiver then
computes the checksum directly from the message. If the two checksums agree, then
only the given transmitter could have issued the message. Note that the digital signature
confirms that the transmitter produced the message and that the message has not been
altered.

COMPARISON OF SECRET KEY AND PUBLIC KEY
CRYPTOGRAPHIC SYSTEMS
In terms of capabilities public key systems are more powerful than secret key systems.
In addition to providing for integrity, authentication, and privacy, public key systems
also provide for digital signatures. Unfortunately, public key cryptography has a big
drawback in that it is much slower than secret key cryptography. For this reason, public
key cryptography is usually used only during the setup of a session to establish a so-
called session key. The session key is then used in a secret key system for encrypting
messages for the duration of the session.

EXAMPLE Pretty Good Privacy

Pretty Good Privacy (PGP) is a secure e-mail protocol developed by Phillip Zimmerman
[Zimmerman 1995]. PGP became notorious for being freely available in the Internet in
1991 in violation of U.S. government export restrictions. The PGP software has become
the defacto standard for e-mail encryption. The protocol uses public key cryptography
and so it provides privacy, integrity, authentication, and digital signatures. PGP can also
be used to provide privacy and integrity for stored files.

11.1.2 Key Distribution

In principle, secret key systems require every pair of users to share a separate key.
Consequently, the number of keys can grow as the square of the number of users,
making these systems unfeasible for large-scale use. This problem can be addressed
through the introduction of a key distribution center (KDC) as shown in Figure 11.6.
Every user has a shared secret key with the KDC. If user A wants to communicate
with user B, user A contacts the KDC to request a key for use with user B. The KDC
authenticates user A, selects a key KAB, and encrypts it by using its shared keys with
A and B to produce EKA(KAB) and EKB(KAB). The KDC sends both versions of the
encrypted key to A. Finally, user A can contact user B and provide a ticket in the form
of EKB(KAB) that allows them to communicate securely.
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KDC

A B

C D

FIGURE 11.6 Key distribution.

EXAMPLE Kerberos Authentication Service

Kerberos is an authentication service designed to allow clients to access servers in a
secure manner over a network. Kerberos uses a KDC that shares a secret key with
every client. When a user logs on to a workstation, he supplies a name and password
that is used to derive the user’s secret key. The workstation is authenticated by the
KDC. The KDC returns a session key encrypted with the user’s secret key. The KDC
also returns a ticket-granting ticket (TGT) that contains the session key and other
information encrypted with the KDC’s own secret key. Each time the client wishes to
access a particular server, it sends a request to the KDC along with the TGT and the
server’s name. The KDC decrypts the TGT to recover the session key. The KDC then
returns a ticket to the client that allows access to the desired server.

Public key systems require only one pair of keys per user, but they still face the prob-
lem of how the public keys are to be distributed. Because an imposter can advertise cer-
tain public keys as belonging to other parties, the public keys must be certified somehow.
One approach to addressing this problem is to establish a certification authority (CA).
The function of a CA is to issue certificates that consist of a signed message, stating the
name of a given user, his or her public key, a serial number identifying the certificate,
and an expiration date. The certificates can be stored anywhere they can be conveniently
accessed through a directory service. Each user is initially configured to have the public
key of the CA. To communicate with user B, user A contacts a server to obtain a certifi-
cate for B. The signature in the certificate authenticates the message and its integrity.

X.509 AUTHENTICATION SERVICE
The ITU.500 series recommendations is intended to facilitate the interconnection of
systems to provide directory services. A server or distributed set of servers together
hold information that constitutes a directory. This information is used to facilitate
communications between applications, people, and communication devices. An ex-
ample of information provided by a directory is the mapping of user names to network
addresses. The X.509 recommendation provides a framework for the provision of
authentication service by a directory to its users. The recommendation specifies the
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form of authentication information held by the directory, describes how authentica-
tion information may be obtained from the directory, states the assumptions about
how authentication information is formed and placed in the directory, defines ways
in which applications may use this authentication information to perform authentica-
tion, and describes how other security services may be supported by authentication.
An important feature of X.509 is that the directory can hold user certificates, which
can be freely communicated within the directory system and obtained by users of the
directory. The certificates can contain a user’s public key that has been signed by a
certificate authority. Many protocols including IP Security, SSL, and TLS described
later in the chapter use the X.509 certificate format.

Note that the public key of certain users will inevitably be revoked, but retrieving
a certificate after it has been issued is not easy. For this reason, a certificate revocation
list (CRL) must also be issued periodically by the CA. The CRL lists the serial numbers
of certificates that are no longer valid. Thus we conclude that each time a user wishes
to communicate with another, the user must retrieve not only a certificate for the given
user but also a current CRL.

KEY GENERATION: DIFFIE-HELLMAN EXCHANGE
An alternative to key distribution using KDCs or CAs is to have the transmitter and
receiver create a secret shared key by using a series of exchanges over a public network.
Diffie and Hellman showed how this can be done. The procedure assumes that the
transmitter and receiver have agreed on the use of a large prime number p, that is,
for example, about 1000 bits long, and a generator number g that is less than p. The
transmitter picks a random number x and calculates T = gx modulo p. Similarly the
receiver picks a random number y and calculates R = gy modulo p. The transmitter
sends T to the receiver, and the receiver sends R to the transmitter. At this point the
transmitter and receiver both have T and R, so they can compute the following numbers:

• The transmitter calculates Rx modulo p = (gy)x modulo p = gxy modulo p = K.
• The receiver calculates T y modulo p = (gx)y modulo p = gxy modulo p = K.

Therefore, both transmitter and receiver arrive at the same number K , as shown in
Figure 11.7. An eavesdropper would have p, g, T , and R available, but neither x nor
y. To obtain these values, the eavesdropper would need to be able to compute discrete
logarithms, that is, x = logg(T ) and y = logg(R). It turns out that this computation is
exceedingly difficult to do for large numbers. Thus the transmitter and receiver jointly
develop a shared secret K, which they can use in subsequent security operations.

ReceiverTransmitter

T � gx

R � gy

K � T y mod p
    � gxy mod p

K � Rx mod p
    � gxy mod p

FIGURE 11.7 Diffie-Hellman
exchange.
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Man in
the middle

ReceiverTransmitter

T T�

R� R

K1 � Ty�

     � gxy�
K1 � R�x

     � gxy�
K2 � T�y

     � gx�y
K2 � Rx�

     � gx�y

FIGURE 11.8
Man-in-the-middle attack.

The Diffie-Hellman exchange in Figure 11.7 has weaknesses. The required ex-
ponentials need many multiplications for large prime number p, so the algorithm is
computationally intensive. This feature makes the system susceptible to a flooding
attack, which could produce a heavy computational burden on a machine and result
in denial of service to legitimate clients. In the next section we show how the use of
“cookies” can thwart this type of attack.

The Diffie-Hellman exchange is also susceptible to a man-in-the-middle attack.
Suppose that the intruder is able to intercept T and R as shown in Figure 11.8. The
intruder keeps R and sends R′ = gy′

modulo p to the transmitter. At this point the
transmitter and the intruder have established a secret key K1 based on x and y′. Similarly,
the intruder can establish a shared secret K2 with the intended receiver based on x ′ and y.
From now on the intruder is privy to all communications between the transmitter and
receiver, and the transmitter and receiver can do nothing to detect the intruder. In the
next section we show how the intruder can be prevented from inserting itself into the
middle through the authentication of the transmitter and receiver and their keys T and R.

11.2 SECURITY PROTOCOLS

A security protocol refers to a set of rules governing the interaction between peer pro-
cesses to provide a certain type of security service. The protocol specifies the messages
that are to be exchanged, the type of processing that is to be implemented, and the
actions that are to be taken when certain events occur. In this section we describe the
basic protocols that have been developed for the Internet.

11.2.1 Application Scenarios

Figure 11.9 shows a number of scenarios that may require secure communication ser-
vices. In part (a) two host computers communicate across the public Internet. The hosts
are exposed to all the security threats that were outlined earlier, such as eavesdropping,
server and client imposters, and denial-of-service attacks. The two hosts can protect
some of the information transmitted by encrypting the packets that are exchanged be-
tween them. Note, however, that the routers in the Internet need to read the IP header
so the header cannot be encrypted. This introduces an element of insecurity in that
the source and destination addresses reveal the existence of the hosts, their addresses,
and the fact that they are communicating with each other. A patient eavesdropper can
also analyze the timing and frequency of packet exchanges and the length of the mes-
sages to gain some insights into the nature of the interaction. Note that the hosts in
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Internet

Internet

Internet

(b)

(a)

(c)

FIGURE 11.9 Scenarios requiring secure communication services.

Figure 11.9a can choose which layer to apply security to. Instead of encrypting the
payloads of IP packets, the hosts might encrypt the payloads of TCP segments, or only
certain application layer PDUs.

In part (b) two host computers on local networks have gateways between their
local networks and the public Internet. These gateways could be firewalls whose role
is to enforce a security policy between the secure internal networks and the Internet.
A firewall is implemented in a computer or a router, and its role is to control exter-
nal access to internal information and services. A simple firewall system may involve
packet filtering carried out by a router to enforce certain rules. Various fields in arriving
packets are examined to determine whether packets should be allowed to pass or be
discarded. These fields can include source and destination IP addresses and TCP/UDP
port numbers, ICMP message types, and fields inside the IP and TCP payloads. Secure
communications between host A and host B in Figure 11.9b can be provided by es-
tablishing a secure tunnel between the two gateways. The packets that are exchanged
between the hosts can then be completely encrypted, so the internal addresses of the
packets are secure as well. Part (c) shows a situation that is typical when a mobile host
attempts to access its home office across the public Internet. The mobile host and the
home gateway must have procedures in place to allow the mobile host access while
barring intruders.

Firewall systems can include elements that operate at layers above the network
layer. For instance, packet filtering cannot understand the contents, for example,
application-level commands, in the payload. For this reason, application-level gate-
ways or proxies have been developed to enforce security policy at the level of specific
services. An application-level gateway is interposed between the actual client and the ac-
tual server: The gateway monitors and filters the messages and relays them from client to
server and from server to client. The gateway can be configured so that users need to pro-
vide authentication information and so that only certain features of the service are made
available. Application-level gateways for Telnet, FTP, and HTTP are in common use.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


14:21

11.2 Security Protocols 775

The circuit-level gateway is another type of firewall system. This gateway restricts
the TCP connections that are allowed across it. An end-to-end connection between a
client and a server is not allowed and instead must be broken into a connection from
the client to the gateway and a connection from the gateway to the server. Once a user
has been authenticated, the gateway relays segments between the two end systems.

11.2.2 Types of Security Service

In this section we are concerned with three communication security requirements:

1. Integrity: The recipient of the information from the network should be able to confirm
that the message has not been altered during transmission.

2. Authentication: The recipient should be able to ascertain that this sender is who he
or she claims to be.

3. Privacy: The information should be readable only by the intended recipient.

In network applications that require security, the first two requirements are usually
essential. The third requirement involves encryption of information that can entail
significant additional processing and hence is not always justified.

First we consider the case of two peer processes that have already established a
security association, which specifies the type of processing to be carried out by the
processes, including the type of cryptographic algorithms and the shared secret keys.
Let us consider how a communication service can provide integrity, authentication, and
privacy.

INTEGRITY AND AUTHENTICATION SERVICE
We saw in Section 11.1 that integrity can be provided through the use of a cryptographic
checksum algorithm that takes a concatenation of the shared secret key and the message
and produces a shorter fixed-length message using a one-way function. The algorithm
for producing the checksum or hash is public, but without the secret key it is extremely
difficult to modify the message and still produce the right checksum. On the other
hand, the receiver can easily verify that the received information has not been altered. It
simply concatenates the shared secret key with the received message to recalculate the
checksum. If the recalculated and the received checksums are the same, then the receiver
can be very confident that the message was not altered. If they do not agree, then the
receiver can be certain that something is wrong. Note that the checksum calculation can
be extended to cover any information whose integrity needs to be verified. In particular,
if the cryptographic checksum includes the shared secret key, the sender’s identity, and
the message, then the identity of the sender is also authenticated.

Figure 11.10a shows a typical packet structure for providing integrity and authenti-
cation service. An authentication header is sandwiched in between the normal packet
header and its payload (SDU). The normal header includes a field set to indicate the
presence of the authentication header. The authentication header itself contains a field
that identifies the security association, a field for a sequence number, and a field for the
cryptographic checksum. Ideally, the cryptographic checksum should cover the entire
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FIGURE 11.10 Packet structure for authentication and integrity service.

packet. However, some fields in the packet header need to be changed while the packet
traverses the network, and so these need to be excluded. The cryptographic checksum
algorithm is applied to the packet in Figure 11.10a with the values in the changeable
fields and the cryptographic checksum field set to zero. The resulting checksum is then
inserted in the authentication header, and the packet is transmitted.

To verify integrity and authentication, the receiver recalculates the cryptographic
checksum based on the received packet and the shared secret key, with the appropriate
fields set to zero. If the recalculated checksum and the received checksum do not agree,
the packet is discarded and the event is recorded in an audit log.

The authentication header can have a sequence number whose purpose is to pro-
vide protection against replay attacks. A typical ploy by eavesdroppers is to replay
previously recorded sequences of packets to gain access to a system. When a security
association is established, the sequence number is set to zero. Each time a new packet
is sent, it receives a new sequence number. The transmitter has the task of ensuring
that a sequence number is never reused. Instead when the number space is exhausted,
the security association will be closed and a new one will be established. A receiver
is prepared to accept a packet only once, so a replay attack will not work. Because
packets can arrive out of order, at any given time the receiver maintains a sliding win-
dow of sequence numbers. Packets with sequence numbers to the left of the window
are rejected. Packets inside the window are checked against a list to see whether they
are new, and if so, their cryptographic checksum is checked. Packets to the right of the
window are treated as new, and their cryptographic checksum is checked.

A tunnel can be established to provide security between two gateways only as is
shown in Figure 11.11. The tunnel is established by encapsulating a packet inside

Tunnel

Internet

FIGURE 11.11 Tunnel between two firewall systems.
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another packet as shown in Figure 11.10b. Here the header in the inner packet has
the address of the destination host, and the header in the outer packet has the address
of the gateway. In tunnel mode the authentication header can protect the entire inner
packet and the unchangeable part of the outer packet.

PRIVACY SERVICE
The integrity and authentication service do not prevent eavesdroppers from reading the
information in each packet. Encryption is required to provide privacy in the transmission
of packet information. Again we suppose that a security association is already in place,
so the transmitter and receiver have already agreed on the cryptographic algorithms
and shared secret keys that are to be used.

Figure 11.12a shows a typical packet structure where an encryption header is
inserted after the normal header. The normal header contains a field set to indicate the
presence of an encryption header. The encryption header contains fields to identify
the security association and to provide a sequence number. This header is followed by
an encrypted version of the payload and possibly by initialization, padding, and other
control information. Note that the packet header and the encryption header are not
encrypted, so privacy is provided only by the upper-layer protocols encapsulated in the
payload. The receiver takes each packet and decrypts the payload. If the payload portion
has been altered during transmission, then the decrypted message will differ from the
original message. Such changes may be detectable by the higher-layer protocol if the
decrypted message does not make sense.

Figure 11.12b shows a packet structure that can be used to provide privacy for
the payload and integrity and authentication for the overall packet. The packet header
contains a field indicating that an authentication header follows. The authentication
header in turn contains a field indicating that an encryption header follows. The payload
is encrypted first, and then a cryptographic checksum over the entire packet is calculated
with some of the fields set to zero as before. This packet structure also provides the
antireplay capability.

Encryption
header

Encryption
header

Packet � pad
payload

Packet � pad
payload

In tunnel
mode

Authentication
header

Packet
header

Original
header

Packet
payload

Encryption
header

New
header

Packet
header

Encrypted

Encrypted

Encrypted

(a)

(b)

(c)

FIGURE 11.12 Packet structure for privacy service.
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These packet structures allow eavesdroppers to read the information in the packet
header. A stronger form of privacy is obtained by using encryption in a tunnel mode as
shown in Figure 11.12c. The inner packet header carries the addresses of the ultimate
source and destination, and the outer packet header may contain other addresses, for
example, those of security gateways. All information after the encryption header is
encrypted and hence not readable by an eavesdropper.

There are many options for combining the application of authentication and en-
cryption headers in normal and tunnel modes. We explore these in the problems.

EXAMPLE Virtual Private Networks

A virtual private network (VPN) service has traditionally relied on a dedicated set of
network resources (leased lines) that provide wide area connectivity for different sites of
a large company. The low cost of Internet communications has made the establishment
of VPNs across the Internet very attractive. The key requirement here is to create
private communication across a public insecure medium. For this reason, VPNs over
the Internet are generally based on the establishment of secure tunnels.

11.2.3 Setting up a Security Association

Suppose that two host computers wish to establish secure communications across a
public network. The computers must first establish a security association. This step
requires them to agree on the combination of security services they wish to use and on the
type of cryptographic algorithms that are to be utilized. They also need to authenticate
that the other host is who it claims to be. Finally, they must somehow establish a shared
secret key that can be used in the subsequent cryptographic processing. Key distribution
is a central problem in meeting these requirements and therefore enabling widespread
use of security services.

One approach is to “manually” distribute keys to the appropriate machines ahead of
time. This approach, however, is not very scalable and not suitable for highly dynamic
environments. As discussed in Section 11.1.2, another approach is to use either key
distribution centers to obtain secret keys or certification authorities that issue digitally
signed certificates that provide the public keys of various users. A very appealing
alternative to these approaches is a procedure that allows the two hosts to establish a
security association and a common secret key independently of other hosts or servers.
In this section we describe the Internet key exchange (IKE) protocol that has been
developed to provide such a procedure.

We saw that the Diffie-Hellman exchange allows two hosts to establish a com-
mon secret key through an exchange of information over an insecure network. We
saw however that the exchange was susceptible to a man-in-the-middle attack where
an intruder can manage to insert itself transparently between the two hosts. In addi-
tion, we saw that the exchange made the hosts susceptible to denial-of-service attacks.
The IKE protocol addresses these problems by adding an authentication step after the
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FIGURE 11.13 Establishing a
security association.

Diffie-Hellman exchange that can detect the presence of a man-in-the-middle and by
using “cookies” to thwart denial-of-service attacks.

Figure 11.13 shows a series of message exchanges between two hosts to establish a
security association. The exchange makes use of a digital signature for authentication
and features the use of a pair of cookies generated by the hosts to identify the security
association and to prevent flooding attacks. The cookie generation must be fast and
must depend on the source and destination address, the date and time, and a local
secret. A cryptographic hash algorithm such as MD5 can be used for this purpose. To
protect themselves against flooding attacks, the hosts always check for the validity of
the cookies in arriving packets first.

Note the following about the exchange of messages:

• The initiator first generates a unique pseudorandom number of, say, 64 bits, which
is called the initiator’s cookie Ci . The initiator associates this cookie value with the
expected address of the responder. The initiator host sends a cookie request message
to the responder host requesting a security association. The header (HDR) contains
the initiator’s cookie. The security association (SA) field in the message offers a set
of choices regarding encryption algorithm, hash algorithm, authentication method,
and information about the parameters to be used in the Diffie-Hellman exchange.

• The responder checks to see whether the initiator’s cookie is not already in use by the
source address in the packet header. If not, the responder generates its cookie Cr . The
responder associates this cookie value with the expected address of the initiator. The
responder replies with a cookie response message in which it selects one of the offered
choices in the initiator’s SA field. The header includes both cookies, Cr and Ci .

• Upon receiving the response, the initiator first checks the address and initiator cookie
in the arriving packet against its list. From now on the initiator will identify the
security association by the pair (Ci , Cr ). At this point it records the association as
“unauthenticated.” Next the initiator sends a key request message including its public
Diffie-Hellman value T = gx modulo p and a nonce Ni .

• The responder host first checks the responder cookie in the arriving message. If the
cookie is not valid, the message is ignored. If the cookie is valid, the security associ-
ation will henceforth be identified by the pair (Ci , Cr ). At this point the association
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is recorded as “unauthenticated.” The responder sends a key response message with
its public value R = gy modulo p and a nonce Nr .

• After this exchange, both the initiator and responder hosts have the secret constant
K = gxy modulo p. Both parties now compute a secret string of bits SKEYID known
only to them; for example, they might obtain a hash of the concatenation of the two
nonces Ni and Nr and K . SKEYID might be 128 bits long.

• The initiator now prepares a signature stating what it knows: namely, SKEYID, T ,
R, Ci , Cr ; the contents of the SA field; and the initiator identification. For example,
the initiator can obtain a hash of the concatenation of the binary representations of
all this information. The initiator identification and the signature are then encrypted
with an algorithm specified in the security association by using a key derived from
K , and (Ci , Cr ); which are known to the initiator and responder. The initiator sends
this information in a signature request message.

• The responder decrypts the message from the initiator. The responder then recalcu-
lates the hash of its version of the shared information, namely, SKEYID, T, R, Ci ,
Cr ; the contents of the SA field; and the initiator identification. If the recalculated
hash agrees with the received hash, then the initiator and the Diffie-Hellman public
values have been authenticated. The security association and keys are recorded as
authenticated. A man in the middle would have been detected at this point, since it
could not have knowledge of SKEYID, which was derived from K .

• The responder now prepares its signature stating what it knows: namely, SKEYID, R,
T , Ci , Cr ; the contents of the SA field; and the responder identification. The respon-
der identification and the signature are then encrypted, and the signature response
message is sent to the initiator.

• The initiator recalculates the hash of its version of the shared information to authen-
ticate the responder as well as the values of the Diffie-Hellman public values. At this
point the security association is established. The security association and keys are
recorded as authenticated.

Once the security association is established, the two hosts can derive additional
shared secret keys from the cookie values and K . The availability of shared secret key
information also allows the hosts to quickly establish additional security associations
as needed.

11.2.4 IPSec

The goal of IP Security (IPSec) is to provide a set of facilities that support security
services such as authentication, integrity, confidentiality, and access control at the IP
layer. IPSec also provides a key management protocol to enable automatic key distribu-
tion techniques. The security service can be provided between a pair of communication
nodes, where the node can be a host or a gateway (router or firewall).

IPSec uses two protocols to provide traffic security: authentication header and
encapsulating security payload. These protocols may be applied alone or together
to provide a specific security service. Each protocol can operate in either transport
mode or tunnel mode. In the transport mode the protocols provide security service to
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AH Upper layer (e.g., TCP or UDP)IPv4 header
FIGURE 11.14 Example with
IPv4.

the upper-layer protocols. In the tunnel mode the protocols provide security service to
the tunneled packets.

AUTHENTICATION HEADER
Authentication and integrity of an IP packet can be provided by an authentication
header (AH). The location of the AH is after the headers that are examined at each hop
and before any other headers that are not examined at an intermediate hop. With IPv4,
the AH immediately follows the IPv4 header, as shown in Figure 11.14.3 The protocol
value in the IP header is set to 51 to identify the presence of an AH following the IP
header. The authentication information is calculated over the entire IP packet, including
the IP header, except over those fields that change in transit (i.e., mutable fields such
as TTL, header checksum, and fragment offset) that are set to zero in the calculation.

The format of the AH is shown in Figure 11.15. The next header field is used to iden-
tify the next payload after the AH. In other words, it has the same purpose as the IP pro-
tocol number in IPv4. The length field indicates the length of the authentication data in
multiples of four octets. The security parameters index (SPI) identifies the security asso-
ciation for this packet. The value of the sequence number field is incremented by one for
each packet sent. Its purpose is to protect against replay attacks. The result of the authen-
tication algorithm is placed into the authentication data field. AH implementations must
support HMAC with MD5 and HMAC with SHA-1 for the authentication algorithms.

The AH is incorporated in IPv6. The AH appears after the hop-by-hop, routing, and
fragmentation extension headers. The destination options extension header can appear
either before or after the AH. The protocol header that precedes the AH contains the
value 51 in the next header field.

ENCAPSULATING SECURITY PAYLOAD
The encapsulating security payload (ESP) provides confidentiality, authentication,
and data integrity. An ESP can be applied alone or in combination with an AH.

0 8 16 31

Next header Length Reserved

Security parameters index

Sequence number

Authentication data

FIGURE 11.15 Format of authentication header.

3In the tunnel mode the AH is located immediately before the inner IP header.
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0 16 3124
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Sequence number

Payload data

Padding

Authentication data

Pad length Next header

FIGURE 11.16 Format of ESP.

The ESP consists of a header and a trailer, as shown in Figure 11.16. The authen-
ticated coverage starts from the SPI field until the next header field, and the encrypted
coverage starts from the payload data field until the next header field. The protocol
number immediately preceding the ESP header is 50. The SPI and sequence number
have the same meanings as before. The payload data is variable-length data whose
contents are specified in the next header field. The padding field is optional; its purpose
is to conform to a particular encryption algorithm that requires the plaintext to be a
multiple of some number of octets. The pad length field indicates the length of the
padding field in octets. If the padding field is not present, then the pad length is zero.
The authentication data field is optional, and its purpose is to provide authentication
service.

The ESP is incorporated in IPv6 and appears after the hop-by-hop, routing, and
fragmentation extension headers. The destination options extension header can appear
either before or after the ESP header. The protocol header that precedes the ESP header
contains the value 50 in the next header field.

11.2.5 Secure Sockets Layer and Transport Layer Security

The Secure Sockets Layer (SSL) protocol was developed by Netscape Communications
to provide secure HTTP connections. SSL operates on top of a reliable stream service
such as TCP and provides a secure connection for applications such as HTTP, as well as
FTP, Telnet, and so on. SSL is widely used in web applications that involve electronic
ordering and payments. SSL is also used in conjunction with various e-mail programs.
SSL version 3.0 [Freier et al., 1996] was submitted to the IETF for standardization and,
after some changes, led to the Transport Layer Security (TLS version 1.0) protocol in
RFC 2246. We cover the TLS protocol as described in [RFC 2246].

As shown in the Figure 11.17, the TLS protocol consists of protocols that operate
at two layers: the TLS Record protocol and the TLS Handshake protocol, along with
the Change Cipher Spec protocol and the Alert protocol.
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FIGURE 11.17 TLS in the
TCP/IP protocol stack.

The TLS Record protocol provides a secure connection with the attributes of privacy
and reliability. The connection provides privacy through the use of symmetric (secret
key) encryption. The specific encryption algorithms can be selected from a wide range
of standard algorithms. The secret keys that are used in the symmetric encryption
algorithms are generated uniquely for each connection and are derived from a secret that
is negotiated by another protocol, for example, the TLS Handshake protocol. The TLS
Record protocol can operate without encryption. The connection provides reliability
through the use of a keyed message authentication code (MAC).4 The specific hash
function for a connection can be selected from a set of standard hash functions. The
TLS Record protocol typically operates without a MAC only while a higher-layer
protocol is negotiating the security parameters.

The TLS Handshake protocol, along with the Change Cipher Spec protocol and the
Alert protocol is used to negotiate and instantiate the security parameters for the record
layers, to authenticate the users, and to report error conditions. The TSL Handshake
protocol is used by a server and a client to establish a session. The client and server
negotiate parameters such as protocol version, encryption algorithm, and method for
generating shared secrets. They can authenticate their identity by using asymmetric
(public key) encryption with an algorithm that can be selected from a set of supported
schemes. Typically only the server is authenticated to protect the user from a man-in-
the-middle attack. The client and server also negotiate a shared secret that is kept secure
from eavesdroppers. The negotiation is made reliable so that its parameters cannot be
modified by an attacker without being detected. Once a client and server have established
a session, they can set up multiple secure connections, using the parameters that have
been established for the session.

THE TLS HANDSHAKE PROTOCOL
The client and server use the Handshake protocol to negotiate a session that is specified
by the following parameters [RFC 2246, p. 23]:

• Session identifier: An arbitrary byte sequence chosen by the server to identify an
active or resumable session state.

4Please note that MAC in this chapter refers to message authentication code, not to medium access control.
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Client Server FIGURE 11.18 The TLS
handshake process.
Notes: * Indicates optional or
situation-dependent messages that
are not always sent. The
ChangeCipherSpec is not a TLS
handshake message.

• Peer certificate: An X509.v3 certificate of the peer. This element of the state may be
null.

• Compression method: The algorithm used to compress data prior to encryption.
• Cipher spec: Specifies the bulk data encryption algorithm (such as null or DES) and

a MAC algorithm (such as MD5 or SHA). It also defines cryptographic attributes
such as hash size.

• Master secret: A 48-byte secret shared between the client and the server.
• Is resumable: A flag indicating whether the session can be used to initiate new

connections.

The TLS Record layer uses these session parameters to create its security parame-
ters. The resumption feature allows many connections to be instantiated using the same
session.

The TLS handshake process is shown in Figure 11.18.

Step 1: The client and server exchange hello messages to negotiate algorithms,
exchange random values, and initiate or resume the session.

In Figure 11.18 the client sends a ClientHello message to request a connection.
The ClientHello message includes the client version of the TLS protocol; the current
time and date in standard UNIX 32-bit format and a 28-byte random value; an optional
session ID (if not empty, this value identifies the session whose security parameters
the client wishes to reuse; this field is empty if no session ID is available or if new
security parameters are sought); a CipherSuite list that contains the combinations of
key exchange, bulk encryption, and MAC algorithms that are supported by the client;
and a list of compression algorithms supported by the client.

The server examines the contents of the ClientHello message. The server sends a
ServerHello message if it finds an acceptable set of algorithms in the lists proposed by
the client. If the server cannot find a match, it sends a handshake failure alert message
and closes the connection. The ServerHello message contains the following parameters:
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the server version, a random value that is different from and independent of the value
sent by the client, a session ID, a CipherSuite selected from the list proposed by the
client, and a compression algorithm from the list proposed by the client.

Step 2: The client and server exchange cryptographic parameters to allow them to
agree on a premaster secret. If necessary, they exchange certificates and cryptographic
information to authenticate each other. They then generate a master secret from the
premaster secret and exchange random values.

In Figure 11.18, after the ServerHello message the server may also send the follow-
ing three messages. The Certificate message is sent if the server needs to be authenti-
cated. The message generally includes an X509.v3 certificate that contains a key for the
corresponding key exchange method. The ServerKeyExchange is sent immediately af-
ter the Certificate message and is required when the server certificate message does not
contain enough data to allow the client to exchange a premaster secret, as for example
in a Diffie-Hellman exchange. The CertificateRequest message is sent by the server if
the client is required to be authenticated. Finally, the server sends the ServerHelloDone
message, indicating that it is done sending messages to support the key exchange. The
server then waits for the client’s response.

The client examines the messages from the server and prepares appropriate re-
sponses. If required to, the client sends a certificate message with a suitable certificate.
If it has no suitable certificate, the client may reply with a certificate message con-
taining no certificate, but the server may then respond with a fatal handshake failure
alert message that results in a termination of the connection. The client may follow the
certificate message with a ClientKeyExchange message that provides information to
set the premaster secret. The CertificateVerify message is sent by a client after it has
sent a certificate message. The purpose of the message is to explicitly verify the client
certificate. The client prepares a digital signature of the sequence of messages that have
been exchanged from the client hello up to but not including this message. The client
uses its private key to prepare the signature. This step allows the server to verify that
the client owns the private key for the client certificate.

Step 3. The client and server provide their record layer with the security parameters.
The client and server verify that their peer has calculated the same security parameters
and that the handshake occurred without tampering by an attacker.

The ChangeCipherSpec message is part of the Change Cipher protocol that sig-
nals changes in the ciphering strategy. The protocol consists of a single message
that is encrypted and compressed according to the current connection state. When
sent by the client, the ChangeCipherSpec message notifies the server that subsequent
records will be protected under a new CipherSpec and keys. After the client sends the
ChangeCipherSpec message in Figure 11.18, the server copies its pending CipherSpec
into the current CipherSpec. The client follows immediately with a finished message,
which is prepared using the new CipherSpec algorithms. The finished message allows
the server to verify that the key exchange and authentications have been successful.

The server responds with ChangeCipherSpec and finished messages of its own.
Once the client and server have validated the finished messages they receive, they
finally can begin to exchange information over the connection.
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THE TLS RECORD PROTOCOL
The TLS Record protocol is used for the encapsulation of higher-level protocols.
The protocol provides privacy through the use of symmetric encryption and provides
reliability through the use of a message authentication code. The operation of the
TLS Record protocol is determined by the TLS connection state, which specifies the
compression, encryption, and MAC algorithms; the MAC secret; the bulk encryption
keys; and the initialization vectors for the connection in the read (receive) and write
(send) directions. The initial state always specifies that no encryption, compression, or
MAC be used. The TLS Handshake protocol sets the security parameters for pending
read and write states, and the ChangeCipherSpec protocol makes the pending states
current.

The connection state also includes the following elements: the state of the com-
pression algorithm, the current state of the encryption algorithm, the MAC secret for
the connection, and the record sequence number that is initially 0 and may not exceed
264 − 1. The connection state needs to be updated each time a record is processed.

The sender in the TLS Record protocol is responsible for taking messages from the
application layer, fragmenting them into manageable blocks, optionally compressing
them, applying a Message Authentication Code, applying encryption, and transmitting
the results. The receiver is responsible for decryption, verification, decompression, and
message reassembly and delivery to the application layer.

BACKWARD COMPATIBILITY WITH SSL
The TLS v1.0 protocol is based on the SSL 3.0 but is sufficiently different to not inter-
operate. However, TLS 1.0 does incorporate a feature that allows a TLS implementation
to back down to SSL 3.0. When a TLS client wishes to negotiate with a SSL 3.0 server,
the client sends a ClientHello message using the SSL 3.0 record format and client
structure but sends {3, 1} for the version field to indicate that it supports TLS 1.0. A
server that supports only SSL 3.0 will respond with an SSL 3.0 ServerHello message.
A server that supports TLS will respond with a TLS ServerHello. The negotiations will
then proceed as appropriate.

A TLS server that wishes to handle SSL 3.0 clients should accept SSL 3.0 Client-
Hello messages and respond with SSL 3.0 ServerHello messages if the ClientHello
message has version field {3, 0}, indicating that the client does not support TLS.

For a discussion of the differences between TLS 1.0 and SSL 3.0, see [RFC 2246].

A DETAILED EXAMPLE
Figure 11.19 and Figure 11.20 show an example packet capture sequence that transpires
when a user logs in using a secure connection to a popular e-mail provider. When the
user requests a secure connection, the browser program initiates a TCP connection
port 443. Note in frame number 2 in the figure that https is used to denote HTTP over
SSL. Once the TCP connection is set up, the client sends the ClientHello message
shown in frame 5. From the middle pane in Figure 11.19, we can see that the client is
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FIGURE 11.19 Example of SSL message exchange: ClientHello.

running version SSL 3.0. We can also see 17 cypher specs that are supported by the
client. Finally in the third pane we see a 16-byte challenge sequence.

Figure 11.20 shows the ServerHello response from the server. From the middle
pane we see that the server runs version SSL 3.0 and that it has selected the first
choice in the client’s cipher suite list, that is, TLS RSA WITH RC4 128 MD5. This
indicates that authentication will be done using RSA public key algorithm and that
RC4 with a key size of 128 will be used for encryption. RC4 takes its initial key and
expands it to a keystream that consists of a number of bytes that matches the number
of bytes in the plaintext. The cyphertext is obtained by XORing the keystream and the
plaintext. MD5 is to be used for message authentication. The server has also sent the
current time and date, a sequence of 28 random bytes, which can be seen if one clicks
on the random.bytes field, and a 32-byte session ID. The second part of the middle
pane in frame 6 contains a certificate from the server that contains its public key.
Typically a browser keeps a list of trusted certification authorities and their public
keys. If the certificate received from the server is signed by a CA, the client can then
authenticate the server. The third pane in Figure 11.20 contains the first part of the
certificate. In the third part of the middle pane, the server sends a ServerHelloDone
message.
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FIGURE 11.20 Example of SSL protocol exchange: ServerHello.

The client responds with frame 7, which carries ClientKeyExchange, Change-
CipherSpec, and EncryptedHandshakeMessage. Figure 11.21 shows the detail of this
message. The middle pane highlights the encrypted handshake message and the bottom
pane shows the corresponding 56 encrypted bytes. The server responds with frame 8 that
carries ChangeCipherSpec and EncryptedHandshakeMessages. At this point the client
and server have established a secure connection and can begin to exchange encrypted
application messages in frame 9 and beyond.

11.2.6 802.11 and Wired Equivalent Privacy

Wireless networks provide compelling benefits to the user by enabling mobility and
freedom from wires. However wireless networks pose serious challenges to security
because the signals are easily captured by nearby devices. The IEEE 802.11 developed
the Wired Equivalent Privacy (WEP), which operates at the data link layer to encrypt
the payload in individual frames.

WEP assumes that the sender and receiver share a secret 40-bit key. A 24-bit
initialization vector (IV) is generated for each frame. The secret key and the IV form a
64-bit key that is used to derive a sequence of key bytes that is the same length as the
payload and an associated 32-bit CRC. The encrypted frame is obtained by taking the
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FIGURE 11.21 SSL message exchange: ClientKeyExchange, ChangeCipherSpec,
EncryptedHandshakeMessage.

exclusive-OR of the sequence of key bytes and the plaintext payload and CRC. The IV
is transmitted in plaintext along with encrypted frame as shown in Figure 11.22.

Fluhrer et al. developed a method for obtaining the key from observations of a
sufficient number of 802.11 transmissions, and Stubbenfield et al. implemented the
method and showed that the IEEE 802.11 key in WEP can be retrieved in a short period
of time. The IEEE 802.11 is working on a replacement for WEP.

Frame CRC

KEY

XOR

CyphertextIV
802.11
header

FIGURE 11.22 Wired
Equivalent Privacy method.
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11.3 CRYPTOGRAPHIC ALGORITHMS

We have so far intentionally avoided discussing the details of particular cryptographic
algorithms. This approach enabled us to emphasize the fact that security procedures are
independent of specific cryptographic algorithms as long as certain requirements are
met. In this section we discuss two specific cryptographic algorithms that are used in
current standards. The reader is referred to [Kaufman et al., 1995], [Schneier 1996],
and [Stallings 1999] for more detailed discussions of cryptographic algorithms.

11.3.1 DES

Data Encryption Standard (DES) was developed by IBM in early 1970s and adopted
by the National Bureau of Standards, now the National Institute of Standards and
Technology (NIST), in 1977. DES is now the most widely used shared key cryptographic
system. DES can be implemented much more efficiently in hardware than in software.

In the encryption process DES first divides the original message into blocks of
64 bits. Each block of 64-bit plaintext is separately encrypted into a block of 64-bit
ciphertext. DES uses a 56-bit secret key. The choice of the key length has been a
controversial subject. It is generally agreed that 56 bits are too small to be secure.
The DES encryption algorithm, which has 19 steps, is outlined in Figure 11.23. The
decryption basically runs the algorithm in reverse order.

Initial permutation Generate 16 per-iteration keys

Iteration 1

Iteration 2

Iteration 16

32-bit swap

Inverse permutation

64-bit plaintext 56-bit key

48-bit key 1

48-bit key 2

48-bit key 16

64-bit ciphertext

FIGURE 11.23 Outline of
DES algorithm.
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Li�1 �  f (Ri�1, Ki)

Li�1

Li Ri

Ri�1
FIGURE 11.24 Each iteration in DES.

Each step in the DES algorithm takes a 64-bit input from the preceding step and
produces a 64-bit output for the next step. The first step performs an initial permutation
of 64-bit plaintext that is independent of the key. The last step performs a final permu-
tation that is the inverse of the initial permutation. It is generally believed that the initial
and final permutations do not make the algorithm more secure. However, they may add
some value when multiple DES encryptions are being performed with multiple keys.

The next-to-last stage swaps the 32 bits on the left with the 32 bits on the right.
Each of the remaining 16 iterations performs the same function but uses a different
key. Specifically, the key at each iteration is generated from the key at the preceding
iteration as follows. First a 56-bit permutation is applied to the key. Then the result is
partitioned into two 28-bit blocks, each of which is independently rotated left by some
number of bits. The combined result undergoes another permutation. Finally, a subset
of 48 bits is used for the key at the given iteration.

The operation at each iteration is shown in Figure 11.24. The 64-bit input is divided
into two equal portions denoted by Li−1 and Ri−1. The output generates two 32-bit
blocks denoted by Li and Ri . The left part of the output is simply equal to the right part
of the input. The right part of the output is derived from the bitwise XOR of the left part
of the input and a function of the right part of the input and the key at the given iteration.

The preceding algorithm simply breaks a long message into 64-bit blocks, each of
which is independently encrypted using the same key. In this scheme DES is said to
be operating in the electronic codebook (ECB) mode. This mode may not be secure
when the structure of the message is known to the attacker.

Deficiency in the ECB mode can be removed by introducing dependency among
the blocks. A simple way to introduce the dependency is to XOR the current plaintext
block with the preceding ciphertext block. Such a scheme is shown in Figure 11.25
and is called cipher block chaining (CBC). The first plaintext block is XORed with a
given initialization vector (IV) that can be transmitted to the receiver in ciphertext for
maximum security. CBC is generally the preferred approach for messages longer than
64 bits.

As alluded earlier, using a 56-bit key makes DES vulnerable to brute-force attack.
One well-known improvement is called triple DES, which actually uses two keys,
extending the overall key length to 112 bits. Choosing two keys instead of three keys
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(a) Encryption

P1

IV

IV

P2 P3

C3C2C1

(b) Decryption

Encrypt Encrypt Encrypt …

Decrypt Decrypt Decrypt …

P1 P2 P3

C3C2C1

FIGURE 11.25 Cipher block
chaining.

reduces the overhead significantly without comprising the security for commercial
purposes. Triple DES performs the following encryption algorithm:

C = EK 1(DK 2(EK 1(P)) (11.1)

and the following decryption algorithm:

P = DK 1(EK 2(DK 1(C)) (11.2)

Note that the encryption algorithm uses an encryption-decryption-encryption (EDE)
sequence rather than triple encryption EEE. This practice allows triple DES to talk to a
single-key DES by making K1 and K2 the same, since EK1(DK1(EK1(P)) = EK1(P).

In 1997 the National Institute of Standards and Technology (NIST) in the United
States announced a public contest to select the successor of DES. In 2001 the
Rijndael5 proposal (by Belgian cryptographers Rijmen and Daemen) was selected as the
Advanced Encryption Standard (AES). The Rijndael algorithm provides symmetric
key encryption of 128-bit blocks of data with keys of 128, 192, or 256 bits in length. The
algorithm can be implemented in software as well as very efficiently in hardware. The
AES algorithm is much more secure than DES: the 56-bit DES key provides 7.2×1016

possible keys while the 128-bit AES key provides 3.4 × 1038 possible keys. Thus if

5Pronounced “Reign Dahl,” “Rain Doll,” or “Rhine Dahl.”
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a one DES key can be recovered in one second, then it will take 149 thousand billion
years to crack an AES key!

11.3.2 RSA

The RSA algorithm (named after its inventors, Rivest, Shamir, and Adleman) is a
widely accepted scheme for public key cryptography. It utilizes modular arithmetic and
factorization of large numbers.

The public and private keys are generated based on the following rules:

1. Choose two large prime numbers p and q such that the product is equal to n. The
plaintext P that is represented by a number must be less than n. In practice, n is a
few hundred bits long.

2. Find a number e that is relatively prime to (p − 1)(q − 1). Two numbers are said to
be relatively prime if they have no common factors except 1. The public key consists
of {e, n}.

3. Find a number d such that de = 1 mod ((p − 1)(q − 1)). In other words, d and e
are multiplicative inverses of each other modulo ((p − 1)(q − 1)). The private key
consists of {d, n}.
The RSA algorithm is based on the fact that if n, p, q, d, and e satisfy properties

1 to 3 above, then for any integer P < n the following key property holds:

Pde(mod n) = P(mod n) (11.3)

The RSA algorithm uses binary keys that are several hundred bits long, typically
512 bits. RSA takes a binary block of plaintext of length smaller than the key length and
produces a ciphertext that is the same length of the key. Suppose that P is an integer
that corresponds to a block of plaintext. RSA encrypts P as follows:

C = Pe(mod n) (11.4)

The above calculation will yield an integer between 0 and n, and hence will require the
same number of bits as the key.

To decrypt the ciphertext C , the RSA algorithm raises C to the power d and reduces
the result modulo n:

Cd(mod n) = (Pe)d(mod n) = Pde(mod n) = P(mod n) = P. (11.5)

Thus we see that the aforementioned key property ensures that the plaintext can be
recovered by the owner of the private key.

Why is the RSA algorithm secure? We know the public key, n and d, so can’t we
just determine the other factor e? It turns out that factoring large integers n is very
computationally intensive using currently available techniques.
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EXAMPLE Using RSA

Let us consider the following simple example. Suppose we have chosen p = 5, and
q = 11. Then n = 55, and (p − 1)(q − 1) = 40. Next find a number e that is relatively
prime to 40, say, 7. The multiplicative inverse of 7 modulo 40 yields d = 23. From
number theory we can find such a d only if e is relatively prime to ((p − 1)(q − 1)).
Now the public key is {7, 55}, and the private key is {23, 55}.

Suppose a message “RSA” is to be protected. For simplicity the message is rep-
resented numerically as 18, 19, 1 and uses three plaintexts: P1 = 18, P2 = 19, and
P3 = 1. The resulting ciphertexts are

C1 = 187 mod 55 = 17
C2 = 197 mod 55 = 24 (11.6)
C3 = 17 mod 55 = 1

The reader may verify that the decryption produces

1723 mod 55 = 18
2423 mod 55 = 19 (11.7)

123 mod 55 = 1

How do we calculate modular arithmetic involving large numbers such as 1723

mod 55? Fortunately, we can simplify the computation by using the following
property:

(ab) mod n = ((a mod n)(b mod n)) mod n (11.8)

As an example, we can write the first decryption as

1723 mod 55 = 1716+4+2+1 mod 55 = (1716 174 172 17) mod 55 (11.9)

Now 172 mod 55 = 14. Then we continue with 174 mod 55 = (172)2 mod 55 =
142 mod 55 = 4046 mod 55 = 31. Similarly, 178 mod 55 = (174)2 mod 55 = 312 mod
55 = 961 mod 55 = 26, and 1716 mod 55 = (178)2 mod 55 = 262 mod
55 = 676 mod 55 = 16.

Finally, we can write

1723 mod 55 = (1716 174 172 17) mod 55 = (16 × 31 × 14 × 17) mod 55 = 18
(11.10)

which is the original plaintext P1.

SUMMARY

Security protocols are required to deal with various threats that arise in communication
across a network. These threats include replay attacks, denial-of-service attacks, and
various approaches to impersonating legitimate clients or servers. We saw that security
protocols build on cryptographic algorithms to provide privacy, integrity, authentication,
and nonrepudiation services.
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Secret key cryptography requires the sharing of the same secret key by two users.
Secret key algorithms have the advantage that they involve modest computation. How-
ever the need for clients and servers to manage a different key for each association is
too complicated. We saw that key distribution centers can help deal with the problem
of managing keys in a secret key system.

Public key cryptography simplifies the problem of key management by requiring
each user to have a private key that is kept secret and a public key that can be dis-
tributed to all other users. Public key cryptography nevertheless requires certification
authorities that can vouch that a certain public key corresponds to a given user. Public
key algorithms tend to be more computationally intensive than secret key algorithms.
Consequently security protocols tend to use public key techniques to establish a master
key at the beginning of a session, which is then used to derive a session key that can
be used with a secret key method. The classic Diffie-Hellman exchange is used to es-
tablish a joint secret across a network. We saw how recent security protocol standards
address weaknesses in the Diffie-Hellman exchange through the use of cookies and
authentication.

Security protocols can be used at various layers of the protocol stack. The IP
Security standards provide for extensions to IPv4 and IPv6 headers so that authenti-
cation, privacy, and integrity service can be provided across a public internet. Virtual
private networks can be created using the tunneling capabilities of IPSec. We examined
the Secure Sockets Layer and Transport Layer Security protocols which can provide
secure connections over TCP, for application layer protocols such as HTTP. We also
mentioned the important examples of PGP and Kerberos authentication service which
demonstrate how security can be applied at the application layer or above.

Finally, we showed that security protocols can operate over various cryptographic
algorithms as long as certain general requirements are met. We provided a brief discus-
sion of two important cryptographic algorithms, DES and RSA. The subject of cryp-
tographic algorithms is currently an area of intense research. The student is referred to
several excellent texts on the subject that are listed in the references.

CHECKLIST OF IMPORTANT TERMS

Advanced Encryption Standard (AES)
authentication header (AH)
certification authority (CA)
challenge
cipher
cipher block chaining (CBC)
ciphertext
cryptography
Data Encryption Standard (DES)
decryption
digital signature
electronic codebook (ECB)

Encapsulating Security Payload (ESP)
encryption
encryption header
firewall
hashed message authentication

code (HMAC)
internet key exchange (IKE)
IP Security (IPSEC)
key distribution center (KDC)
keyed MD5
message authentication code (MAC)
message digest 5 (MD5) algorithm
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nonce
plaintext
private key
public key
public key cryptography
replay attack
response
Rivest, Shamir, and Adleman (RSA)

algorithm
secret key

secret key cryptography
secure hash algorithm-1 (SHA-1)
security association
session
substitution cipher
transport mode
transposition cipher
triple DES
tunnel
tunnel mode
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PROBLEMS

11.1. Suppose that a certain information source produces symbols from a ternary alphabet
{A, B, C}. Suppose also that the source produces As three times as frequently as Bs and
Bs twice as frequently as Cs. Can you break the following ciphertext?
(a) CBA
(b) CBAACCBACBBCCCCBACC

11.2. Suppose that a certain information source produces symbols from a ternary alphabet
{A, B, C}. Suppose that it is known that As always occur in pairs. Suppose that it is also
known that an encryption scheme takes blocks of four symbols and permutes their order.
Can you break the following ciphertext: BABACAABACACBAAB?

11.3. In authentication using a secret key, consider the case where the transmitter is the intruder.
(a) What happens if the transmitter initiates the challenge?
(b) How secure is the system if the receiver changes the challenge value once every

minute.
(c) How secure is the system if the receiver selects the challenge value from a set of

128 choices?

11.4. Consider a system where a user is authenticated based on an ID and password that are
supplied by the transmitter in plaintext. Does it make any difference if the password and
ID are encrypted? If yes, explain why? If no, how would you improve the system?

11.5. Compare the level of security provided by a server that stores a table of IDs and associated
passwords as follows:
(a) Name and password stored unencrypted.
(b) Name and password stored in encrypted form.
(c) Hash of name and password stored.

11.6. Explain why the processing required to provide privacy service is more complex than
the processing required for authentication and for integrity.

11.7. Consider the following hashing algorithm. A binary block of length M is divided into
subblocks of length 128 bits, and the last block is padded with zeros to a length of 128.
The hash consists of the XOR of the resulting 128-bit vectors. Explain why this hashing
algorithm is not appropriate for cryptographic purposes.

11.8. The birthday problem is a standard problem in probability textbooks, and it is related to
the complexity of breaking a good hashing function.
(a) Suppose there are n students in a class. What is the probability that at least two

students have the same birthdate? Hint: Find the probability that all students have a
different birthdate.

(b) In part (a) for what value of n is the probability that at least two students have the
same birthdate approximately 1

2 ?
(c) Suppose we use a 64-bit hash function. If we obtain the hash outputs for n distinct

messages, what is the probability that no two hashes are the same? For what value
of n the probability of finding at least one matching pair 1

2 ?
(d) Concoct a digital signature scenario in which the ability to find a pair of messages

that lead to the same hash output would be useful to an unscrupulous person.
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11.9. Consider the operation of the key distribution center: the KDC sends EK A(K AB) and
EK B(K AB) to host A; Host A in turn sends the “ticket” EK B(K AB) to host B. Explain
why the term ticket is appropriate in this situation.

11.10. Suppose a directory that stores certificates is broken into, and the certificates in the
directory are replaced by bogus certificates? Explain why users will still be able to
identify these certificates as bogus.

11.11. Suppose that KDC A serves one community of users and KDC B serves a different
community of users. Suppose KDC A and KDC B establish a shared key K AB . Develop
a method to enable a user α from KDC A to obtain a shared key with a user β from
KDC B. Note that KDCs A and B must participate in the process of establishing the
shared key Kαβ .

11.12. Consider a highly simplified Diffie-Hellman exchange in which p = 29 and g = 5.
Suppose that user A chooses the random number x = 3 and user B chooses the number
y = 7. Find the shared secret K.

11.13. Consider a firewall consisting of a packet-filtering router.
(a) Explain how this firewall could be set up to allow in only HTTP requests to a specific

server.
(b) Suppose an outside intruder attempts to send packets with forged internal addresses,

which presumably are allowed access to certain systems. Explain how a packet-
filtering router can detect these forged packets.

(c) Explain how packets from a given remote host can be kept out.
(d) Explain how inbound mail to specific mail servers is allowed in.
(e) Explain how inbound Telnet service can be blocked.

11.14. The ICMP “Host Unreachable” error message is sent by a router to the original sender
when the router receives a datagram that it cannot deliver or forward. Suppose that the
router in question is a packet-filtering router. Discuss the pros and cons of having
the router return an ICMP message from the following viewpoints: processor load on
the router, traffic load in the network, susceptibility to denial-of-service attacks, and
disclosure of filtering operation to intruders.

11.15. Compare the following two approaches to operation of a packet-filtering router: discard
everything that is not expressly permitted versus forward everything that is not expressly
prohibited.
(a) Which policy is more conservative?
(b) Which policy is more visible to the users?
(c) Which policy is easier to implement?

11.16. Identify the fields in the IPv4 header that cannot be covered by the authentication header.
What can be done to protect these fields?

11.17. Explain the benefits the authentication header in IPSec brings to the operation of a
packet-filtering router.

11.18. Explain why a packet-filtering router should reassemble a packet that has been frag-
mented in the network and check its authentication header, instead of forwarding the
fragments to the destination.
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11.19. (a) Explain how the use of cookies thwarts a denial-of-service attack in the Diffie-
Hellman exchange.

(b) Explain how authentication thwarts the man-in-the-middle attack.

11.20. Consider Figure 11.9a where two hosts communicate directly over an internet. Explain
the rationale for the following uses of AH and ESP modes in IPSec. Show the resulting
IP packet formats.
(a) Transport mode: AH alone.
(b) Transport mode: ESP alone.
(c) Transport mode: AH applied after ESP.
(d) Tunnel mode: AH alone.
(e) Tunnel mode: ESP alone.

11.21. Explain how IPSec can be applied in the exchange of routing information, for exam-
ple, OSPF.

11.22. Consider the arrangement in Figure 11.9b where two internal networks are protected by
firewalls. Explain the rationale for establishing a tunnel between gateways using AH and
having the end hosts use ESP in transport mode.

11.23. Consider the arrangement in Figure 11.9c where a mobile host communicates with an in-
ternal host across a firewall. Explain the rationale for establishing an AH tunnel between
the remote host and the firewall and ESP in transport mode between the two hosts.

11.24. When is IPSec appropriate? When is SSL/TLS appropriate?

11.25. Suggest some SSL/TLS situations in which it is appropriate to authenticate the client.

11.26. HTTP over SSL uses URLs that begin with https: and use TCP port 443, whereas HTTP
alone uses URLs that begin with http: and use TCP port 80. Explain how a secure and
unsecured mode using the same port number 80 may be possible by introducing an
upgrade mechanism in HTTP.

11.27. Suppose DES is used to encrypt a sequence of plaintext blocks P1, P2, P3, . . . , Pi , . . . , PN

into the corresponding ciphertext blocks C1, C2, C3, . . . , Ci . . . , CN .
(a) If block Ci is corrupted during transmission, which block(s) will not be decrypted

successfully using the ECB mode?
(b) Repeat (a) using the CBC mode.

11.28. Using the RSA algorithm, encrypt the following:
(a) p = 3, q = 11, e = 7, P = 12
(b) p = 7, q = 11, e = 17, P = 25
(c) Find the corresponding ds for (a) and (b) and decrypt the ciphertexts.



C H A P T E R 12

Multimedia Information

In Chapters 1 and 3 we discussed the trend toward communication networks that can
handle a wide range of information types including multimedia. This chapter pro-
vides a more detailed presentation of the formats, the bit rates, and other properties
of important types of information including text, speech, audio, facsimile, image, and
video. We show that the representation of audio and video information can require
higher bit rates and lower delays than have been traditional in packet networks. The
protocols introduced in Chapter 10 will provide packet networks with the responsive-
ness to meet these requirements and the ability to set up a wide variety of multimedia
sessions.

This chapter is organized as follows:

1. Lossless data compression. We present techniques that reduce the number of bits
required to represent a file of information under the condition that the original
file can be recovered in its exact form. We discuss how existing standards
apply lossless data compression to text and other computer files, as well as to
facsimile.

2. Techniques for compression of analog signals. We present techniques that reduce
the number of bits required to represent a block or stream of digitized analog sig-
nals under the condition that the signal can be recovered approximately but within
some level of fidelity. We discuss the application of these techniques to speech and
audio signals. In particular we introduce the MPEG MP3 compression standard
for audio.

3. Techniques for compression of image and video signals. We present techniques
for the compression of individual as well as sequences of image information. We
introduce the MPEG video coding standard.
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Lossless data
compression

Data
expansion

ASDF9H... ASDF9H...11010101...

FIGURE 12.1 Lossless data compression.

12.1 LOSSLESS DATA COMPRESSION

In lossless data compression we are given a block of digital information, and we are
interested in obtaining an efficient digital, usually binary, representation. Examples of
such a block of information are any computer files generated by applications, such
as word processors, spreadsheets, and drawing programs. Lossless data compression
techniques are also used by modems and facsimile machines to reduce the time to
transmit files and by operating systems and utility programs to reduce the amount of
disk space required to store files.

We will view a block of information as a sequence of symbols from some alphabet
as shown in Figure 12.1. The objective of lossless data compression is to map the original
information sequence into a string of binary digits so that (1) the average number of
bits/digital symbol is small and (2) the original digital information sequence can be
recovered exactly from encoded binary stream. We will assess the performance of any
given lossless data compression code by the average number of encoded bits/symbol.

12.1.1 Huffman Codes

The Morse code uses the basic principle for achieving efficient representations of
information: frequently occurring symbols should be assigned short codewords, and
infrequent symbols should be assigned longer codewords. In this manner the average
number of bits/symbol is reduced. In 1954 Huffman invented an algorithm for iden-
tifying the code that is optimal in the sense of minimizing the average number of
bits/symbol. A Huffman code segments the original sequence of symbols into a se-
quence of fixed-length blocks. Each block is assigned a variable-length binary stream
called a codeword. The codewords are selected so that no codeword is a prefix of
another codeword. The set of all codewords then form the terminal nodes of a binary
tree such as the one shown in Figure 12.2.

Assume

• Five-symbol information source: {a, b, c, d, e}.
• Symbol probabilities: {1�4, 1�4, 1�4, 1�8, 1�8}.

Symbol Codeword
a
b
c
d
e

00
01
10
110
111

aedbbad … mapped into 00 111 110 01 01 00 110 …    17 bits
Note: Decoding done without commas or spaces.

110
d

111
e

10
c

01
b

00
a

0

0 0

0

1

1 1

1

FIGURE 12.2 Huffman coding
example.
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Before discussing the Huffman procedure for obtaining the best code, we will
discuss a simple example to demonstrate the encoding and decoding procedures. For
simplicity we will consider encoding individual symbols, that is, blocks of length 1.
This example assumes that our information source generates a stream of symbols from
the alphabet {a, b, c, d, e} and that the symbols occur with respective probabilities
{1/4, 1/4, 1/4, 1/8, 1/8}. Figure 12.2 shows a binary code that assigns two-bit and
three-bit codewords to the symbols. The figure also shows the binary string that results
from encoding the sequence of symbols aedbbad. . . . The binary tree code in this figure
shows how the codewords correspond to the five terminal nodes of the tree.

The tree in Figure 12.2 can be used to demonstrate the general decoding procedure.
At the beginning of the decoding, we begin at the top node of the tree. Each encoded
bit determines which branch of the tree is followed. The sequence of encoded bits then
traces a path down the tree until a terminal node is reached. None of the intermediate
nodes prior to this terminal node can correspond to a codeword by the design of the
code. Therefore, as soon as a terminal node is reached, the corresponding symbol can be
output. The decoder then returns to the top node of the tree and repeats this procedure.
This technique, while efficiently compacting the number of binary bits, increases the
effect of transmission errors. For example, if the 00 for “a” incurs an error giving 11,
the result will be not only a change in the letter but also an error in the alignment of
sets of data bits with letters.

Let �(s) be the length of the codeword assigned to symbol s. The performance of
the code is given by the average number of encoded bits/symbol, which is given by

E[�] = �(a)P[a] + �(b)P[b] + �(c)P[c] + �(d)P[d] + �(e)P[e]
= 2(.25) + 2(.25) + 2(.25) + 3(.125) + 3(.125)

= 2.25 bits/symbol (12.1)

The simplest code to use for this information source would assign codewords of equal
length to each symbol. Since the number of codewords is five, three-bit codewords
would be required. The performance of such a code is three bits/symbol. Thus, for
example, a file consisting of 10,000 symbols would produce 30,000 bits using three-bit
codewords and an average of 22,500 bits using the Huffman code.

The extent to which compression can be achieved depends on the probabilities of
the various symbols. For example, suppose that a source produces symbols with equal
probability. Clearly the best way to code the symbols is to give them codewords of
equal length to the extent possible. In particular, if the source produces symbols from
an alphabet of size 2m , then the best code simply assigns an m-bit codeword to each
symbol. No other code can produce further compression. The Shannon entropy, which
is introduced in the next section, specifies the best possible compression performance
for a given information source.

The design of the Huffman code requires knowledge of the probabilities of the
various symbols. In certain applications these probabilities are known ahead of time,
so the same Huffman code can be used repeatedly. If the probabilities are not known,
codes that can adapt to the symbol statistics “on the fly” are preferred. Later in this
section we present the Lempel-Ziv adaptive code.
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◆ HUFFMAN CODE ALGORITHM AND THE SHANNON ENTROPY
We are now ready to discuss the Huffman algorithm. We assume that the probabilities
of the symbols are known. The algorithm starts by identifying the two symbols with
the smallest probabilities. It can be shown that the best code will connect the terminal
nodes of these two symbols to the same intermediate node. These two symbols are
now combined into a new symbol whose probability is equal to the sum of the two
probabilities. You can imagine the two original symbols as being placed inside an
envelope that now represents the combined symbol. In effect we have produced a new
alphabet in which the two symbols have been replaced by the combined symbol. The
size of the new alphabet has now been reduced by one symbol. We can again apply
the procedure of identifying the two symbols with the smallest probabilities from the
reduced alphabet and combining them into a new symbol. Each time two symbols are
combined, we connect the associated nodes to form part of a tree. The procedure is
repeated until only two symbols remain. These are combined to form the root node of
the tree.

The Huffman procedure is demonstrated in Figure 12.3a where we consider a source
with five symbols {a, b, c, d, e} with respective probabilities {.50, .20, .15, .10, .05}.
The first step of the Huffman algorithm combines symbols d and e to form a new
symbol, which we will denote by (de) and which has combined probability .15. The
terminal node for symbols d and e are combined into the intermediate node denoted by
1 in Figure 12.3a. The new alphabet now consists of the symbols {a, b, c, (de)} with
probabilities {.50, .20, .15, .15}. The second step of the Huffman algorithm combines
the symbols c and (de) into the new symbol (c(de)) with combined probability of .3.
These are combined into intermediate node 2 in Figure 12.3a. The third step of the
algorithm combines symbols b and (c(de)) into (b(c(de))). The final step combines the
two remaining symbols a and (b(c(de))) to form the root node of the tree.

In Figure 12.3b we have rearranged the tree code obtained from the Huffman
algorithm and obtained the codewords leading to the terminal nodes. This is done by
starting at the root node and assigning a 0 to each left branch and a 1 to each right
branch. The resulting code is shown in Figure 12.3b. Let �(s) be the length of the
codeword assigned to symbol s. The performance of the code is given by the average

a
.50

b
.20

c
.15

d
.10

e
.05

4

3

2

1
.15

.30

.50

1.00

(a) Building the tree code by Huffman algorithm
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1

1

1

0

0

0

0

a

b

c

d e

a
b
c
d
e

0
10
110
1110
1111

(b) The final tree code

FIGURE 12.3 Building a Huffman tree code.
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number of encoded bits/symbol, which is given by

E[�] = �(a)P[a] + �(b)P[b] + �(c)P[c] + �(d)P[d] + �(e)P[e]
= 1(.50) + 2(.20) + 3(.15) + 4(.10) + 4(.05)

= 1.95 bits/symbol (12.2)

The simplest code that could have been used for this information source would assign
three-bit codewords to each symbol. Thus we see that the Huffman code has resulted
in a representation more efficient than the simple code.

We indicated above that in general Huffman coding deals with blocks of n symbols.
To obtain the Huffman codes where n is greater than 1, we arrange all possible n-
tuples of symbols and their corresponding probabilities. We then apply the Huffman
algorithm to this superalphabet to obtain a binary tree code. For example, the n = 2
code in Figure 12.3 would consider the alphabet consisting of the 25 pairs of symbols
{aa, ab, ac, ad, ae, ba, bb, . . . , ea, eb, ec, ed, ee}. In general, performance of the code
in terms of bits/symbol will improve as the block length is increased. This of course,
is accompanied by an increase in complexity.

In 1948 Shannon addressed the question of determining the best performance at-
tainable in terms of encoded bits/symbol for any code of any block length. He found that
the best performance was given by the entropy function, which depends on the prob-
abilities of sequences of symbols. Suppose that the symbols are from the alphabet
{1, 2, 3, . . . , K } with respective probabilities {P[1], P[2], P[3], . . . , P[K ]}. If the
sequence of symbols are statistically independent, the entropy is given by

H = −
K∑

k=1

P[k] log2 P[k]

= −P[1] log2 P[1] − P[2] log2 P[2] . . . − P[K ] log2 P[K ] (12.3)

Shannon proved that no code can attain an average number of bits/symbol smaller than
the entropy. In Equation 12.3 the logarithms are taken to the base 2, which can be
obtained as follows:

log2 x = ln x/ ln 2 (12.4)

where ln x is the natural logarithm.
For the example in Figure 12.3, the entropy is given by

H = (−.50 ln .50 − .20 ln .20 − .15 ln .15 − .10 ln .10 − .05 ln .05)/ ln 2
= 1.923 (12.5)

This result indicates that the code obtained in Figure 12.3 is sufficiently close to the
best attainable performance and that coding of larger block lengths is unnecessary. If
the performance of the code had differed significantly from the entropy, then larger
block lengths could be considered.

As an additional example consider the code in Figure 12.2. It can be easily shown
that the Huffman algorithm will produce this code. The average number of bits/symbol
for this code is 2.25 bits. Furthermore, the entropy of this code is also 2.25 bits/symbol.
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In other words, this code attains the best possible performance, and no increase in block
length will yield any improvements.

The entropy formula can also be used as a guideline for obtaining good codes. For
example, suppose that a source has a K symbol alphabet and that symbols occur with
equal probability, that is, 1/K . The entropy is then given by

H = −
K∑

k=1

P[k] log2 P[k] = −
K∑

k=1

1

K
log2

1

K
= log2 K (12.6)

In the special case where K = 2m , we have H = log2 2m = m bits/symbol. Note that
we can assign each symbol an m-bit codeword and achieve the entropy. Thus in this case
this simple code achieves the best possible performance. This result makes intuitive
sense, since the fact that the symbols are equiprobable suggests that they should have
the same length. More generally, by comparing the expression for the entropy and
the expression for the average number of bits/symbol, we see that the length of the
kth symbol can be identified with the term −log2 /P[k]. This suggests that a good
code will assign to a symbol that has probability P[k] a binary codeword of length
−log2 /P[k]. For example, if a given symbol has probability 1/2, then it should be
assigned a one-bit codeword.

12.1.2 Run-Length Codes

In many applications one symbol occurs much more frequently than all other symbols,
as shown in Figure 12.4. The sequence of symbols produced by such information
sources consist of many consecutive occurrences of the frequent symbol, henceforth
referred to as runs, separated by occurrences of the other symbols. For example, the
files corresponding to certain types of documents will contain long strings of blank
characters. Facsimile information provides another example of where the scanning
process produces very long strings of white dots separated by short strings of black
dots. Run-length coding is a very effective means of achieving lossless data compression
for these types of information sources. Instead of breaking the sequence of symbols into
fixed-length blocks and assigning variable-length codewords to these blocks, a run-
length code parses the sequence into variable-length strings consisting of consecutive
occurrences of the common symbol and the following other symbol. The codeword for
each run consists of a binary string to specify the length of the run, followed by a string
that specifies the terminating symbol. Now if very short binary codewords are used to
specify the length of very long runs, then it is clear that huge compression factors are
being achieved. In the remainder of this section we focus on the run-length coding of
binary sources that are typified by facsimile.

• ‘‘Blank’’ in strings of alphanumeric information

• ‘‘0’’ (white) and ‘‘1’’ (black) in fax documents

$5 $2 $33

FIGURE 12.4 Run-length
coding—Introduction.
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Inputs:

Run Length Codeword Codeword (m � 4)

0
1
2
3
4
5
6

00…00
00…01
00…10
00…11

0000
0001
0010
0011

1
01
001
0001
00001
000001
0000001

000…01
000…00

11…10
11…11

1110
1111

2m � 2
run � 2m � 2

m

•
•
•
•
•
•

•
•
•
•
•
•

•
•
•

•
•
•

FIGURE 12.5 Run-length
coding—Example 1.

Figure 12.5 describes the simplest form of run-length coding for binary sources
where 0s (white dots) are much more frequent than 1s (black dots). The sequence of
binary symbols produced by the information source is parsed into runs shown in the
left column. The encoder carries out this parsing simply by counting the number of 0s
between 1s and producing an m-bit binary codeword that specifies the number of 0s.
When two consecutive 1s occur, we say that a run of length 0 has occurred. The figure
shows that the maximum complete run that can be encoded has length 2m − 2. Thus
when 2m − 1 consecutive 0s are observed, the encoder must terminate its count. The
code in Figure 12.5 has the encoder output a codeword consisting of all 1s that tells the
decoder to output 2m − 1 consecutive 0s; the encoder resets its counter to 0 and starts
a new run.

Figure 12.6 shows a string of 137 consecutive binary symbols that are encoded into
four-bit codewords, and then decoded to obtain original sequence. In the example the
137 original binary symbols are compacted into 44 bits. As before, the performance
of the lossless data compression coding scheme is given by the average number of
encoded bits per source symbol, which is given by m/E[R] where m is the number
of bits in the codeword and E[R] is the average number of symbols encoded in each

1111 1010 1111 1111 1111 1100 1111 1111 0110 1111 0000

�14 10 �14 �14 �14 12 �14 �14 6 �14 0Symbols

44 bits

15w 10wb 15w 15w 15w 12wb 15w 15w 6wb 15w b

000…001000…01000…0100…001… 137 bits
25 57 36 15

Runs

Example: Code 1, m � 4

FIGURE 12.6 Run-length encoding and decoding.
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Inputs:

Run Length Codeword Codeword (m � 4)

0
1
2
3
4
5
6

10…00
10…01
10…10
10…11

10000
10001
10010
10011

1
01
001
0001
00001
000001
0000001

000…01
000…00

11…11
0

11111
0

2m � 1
run � 2m � 1

m � 1

•
•
•
•
•
•

•
•
•
•
•
•

•
•
•

•
•
•

FIGURE 12.7 Run-length coding
followed by variable-length coding.

run. For example, suppose that the probability of a zero is 0.96 and that m = 4. A
simple numerical calculation using a spreadsheet or calculator shows that the average
run length is 11.45.1 The compression ratio is then E[R]/m = 11.45/4 = 2.86.

Another way of viewing the previous run-length coding procedure is to consider it
as a two-step process. The first step maps the original symbol sequence into a sequence
of lengths. The second step carries out the binary encoding of this sequence of lengths.
The lengths themselves can be viewed as a sequence of symbols that are produced by
an information source. In Figure 12.5 we use a fixed-length binary codeword to encode
the lengths. It is clear then that in general we may be able to improve performance by
using a Huffman code specifically designed for the probability of occurrence of these
new symbols, that is, of the lengths. Again we will use a simple example to illustrate
how we can improve the performance of run-length coding.

Figure 12.7 shows a run-length coding scheme that uses variable-length codewords
to specify the lengths. As before, the sequence of binary symbols is parsed into runs
of consecutive 0s followed by a 1. In this scheme the maximum complete run length is
2m − 1. When 2m − 1 consecutive 0s are encountered, the run is truncated as before.
Suppose that the probability of this occurrence is approximately 1/2. Then according
to our discussion of Huffman codes, it makes sense to assign this pattern a one-bit
codeword. The code in Figure 12.7 assigns the codeword consisting of a single 0 to this
pattern. All other runs are assigned a fixed-length codeword consisting of 1 followed by
the binary representation of the length of the run. The code in Figure 12.7 attempts to
achieve a higher compaction than that in Figure 12.5 by assigning a one-bit codeword
to the longest word.

Figure 12.8 considers the same sequence of binary symbols as shown in Figure 12.6.
The new code now encodes the original 137 binary symbols into 26 bits. The new coding
scheme we have just presented maps a variable number of information symbols into
variable-length binary codewords. The performance of this scheme is now given by
E[�]/E[R] where E[�] is the average number of encoded bits per run and E[R] is the

1The reader should refer to Problem 12.7 for an analytical approach to obtaining this result.
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0 11001 0 0 0 11001 0 0 10100 11111

�15 9 �15 �15 �15 9 �15 �15 4 �15Symbols

26 bits

16w 9wb 16w 16w 16w 9wb 16w 16w 4wb 15w

000…001000…01000…0100…001…  137 bits
25 57 36 15Runs

Example: Code 2, m � 4

Encoded
stream

Decoded
stream

FIGURE 12.8 Variable-to-variable run-length coding using Huffman coding.

average number of symbols encoded in each run. Suppose again that the probability of
a zero is 0.96. A numerical calculation then gives E[�] = 2.92 and E[R] = 12, for a
compression ratio of 12/2.92 = 4.11.

FACSIMILE CODING STANDARDS
Run-length coding forms the basis for the coding standards that have been developed for
facsimile transmission. In facsimile a black and white image is scanned and converted
into a rectangular array of dots called pixels. Each pixel corresponds to a measurement
made at a given point in the document, and each pixel is assigned a value 0 (for white)
or 1 (for black) according to the measured intensity. The International Telecommuni-
cations Union (ITU) standard defines several options for encoding facsimile images.
The standards assume a scanning resolution of 200 dots/inch in the horizontal direc-
tion and 100 dots/inch in the vertical direction. For an 8.5-×-11-inch standard North
American document, the scanning process will produce 8.5 × 200 × 11 × 100 =
1,870,000 pixels. Because each pixel is represented by one bit, each page corresponds
to 235 kilobytes where a byte consists of eight bits. Using a modem that transmits at
a speed of 10,000 bits/second, we see that the transmission of each page will require
about 3 minutes. Clearly lossless data compression is desirable in this application.

The ITU considered a set of eight documents, listed in Table 12.1, in defining the
facsimile coding standards. These documents are a business letter, a simple hand-drawn
circuit diagram, an invoice form, a page with dense text, a page from a technical paper, a
graph, a page of dense Japanese text, and a page with simple graphics and handwriting.
After scanning and prior to compression, each document required 256 kilobytes. (The
ITU was considering A4 standard-size paper that is slightly larger than the 8.5-×-11-
inch North American standard.) Four groups of standards are defined for facsimile
by the ITU. The Group I and Group II standards are analog in nature. The Group II
column in the table corresponds to a scanned but uncompressed version of the Group II
standard. Groups III and IV use lossless data compression techniques.

The Group III standard defined by ITU uses a so-called one-dimensional modified
Huffman coding technique that combines run-length coding and Huffman coding, as
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TABLE 12.1 Compression results for ITU coding standards.

Time for G-IV
CCITT G-II G-III G-IV (9.6 kbps)

Business letter 256K 17K 10K 8.33 sec
Circuit diagram 256K 15K 5.4K 4.50 sec
Invoice 256K 31K 14K 11.67 sec
Dense text 256K 54K 35K 29.17 sec
Technical paper 256K 32K 16K 13.33 sec
Graph 256K 23K 8.3K 6.92 sec
Dense Japanese text 256K 53.5K 34.6K 28.83 sec
Handwriting and 256K 26K 10K 8.33 sec

simple graphics

Average 256K 31.4K 16.6K
Compression ratio 1 8.2 15.4
Maximum compression ratio 17.1 47.4

Note: Documents scanned at 200 × 100 pixels/square inch. G-IV intended for documents scanned at
400 × 100 pixels/square inch and ISDN transmission at 64 kbps.

shown in Figure 12.9a. The ITU standards committee measured the statistics of runs
of white symbols followed by runs of black symbols for the combined set of test
documents. In addition to the symbols specifying the run lengths, special characters
such as end-of-line and Escape need to be considered. Using this information, it is then
possible to apply the Huffman algorithm to obtain a code for encoding the run length.
However, because of the long runs that can occur, the resulting Huffman code can
be quite complex. As a result, the ITU committee developed a modified, but simpler
to implement, Huffman code to encode the run lengths. Because the statistics of the
white runs and black runs differ, the Group III standard uses different Huffman codes
to encode the white runs and black runs.

The Group III column in Table 12.1 shows the number of kilobytes for each test
document after compression using Group III encoding scheme. The business letter and
the circuit diagram, which contained a large number of white pixels, are compressed
by factors of 15 or so. However, the documents with denser text are only compressed
by factors of 5 or so. Overall the compression ratio for the entire set of documents is
about 8. To the extent that these documents are typical, compression ratios of this order
can be expected. Table 12.1 shows the transmission times for the various documents
using the CCITT V.29 fax modem speed of 9.6 kbps. The later standard V.17 allows
for a speed of 14.4 kbps.

(a) Huffman code is applied to white runs and black runs (b) Encode differences between consecutive lines

FIGURE 12.9 Facsimile coding standards.
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The Group IV standard exploits the correlation between adjacent scanned lines. In
black-and-white documents, black areas form connected regions so that if a given pixel
is black in a given scanned line, the corresponding pixel in the next line is very likely
to also be black. By taking the modulo 2 sum of pixels from adjacent lines, we will
obtain 1s only at the pixel locations where the lines differ as shown in Figure 12.9b.
Only a few 1s can be expected, since adjacent lines are highly correlated. In effect,
this processing has increased the number and the length of the white runs leading to
higher compression performance. The Group IV standard developed by the ITU uses
a modified version of this approach in which Huffman codes encode the position and
number of pixel changes relative to the previous scanned line. In Table 12.1 we see
that the Group IV standard achieves a compression ratio approximately double that of
Group III. Because a scanned line is encoded relative to a previous line, an error in
transmission can cause an impairment in all subsequent lines. For this reason the ITU
standard recommends that the one-dimensional technique be applied periodically and
that the number of lines encoded using the two-dimensional technique be limited to
some predefined number.

The scanning density of the original ITU standards has long been superseded by
laser and inkjet printing technology. The ITU has modified the standard to allow for
resolutions of 200, 300, and 400 pixels per inch. As the scanning resolution is increased,
we can expect that the lengths of the horizontal runs will increase and that the correlation
between adjacent vertical lines will increase. Hence it is reasonable to expect to attain
significantly higher compression ratios than those shown in Table 12.1.

12.1.3 Adaptive Data Compression Codes

The techniques so far require that we know the probability of occurrence of the infor-
mation symbols. In certain applications these probabilities can be estimated once, and
it is reasonable to assume that they will remain fixed. Examples include facsimile and
certain types of documents. On the other hand, the statistics associated with certain
information sources either are not known ahead of time or vary with time. For this
reason it is desirable to develop adaptive lossless data compression codes that can
achieve compaction in these types of situations.

The most successful adaptive lossless data compression techniques were developed
by Ziv and Lempel in the late 1970s. In run-length coding, the information stream is
parsed into black runs and white runs, and the runs are encoded using a variable-length
code. The Lempel-Ziv approach generalizes the principle behind run-length coding and
parses the information stream into strings of symbols that occur frequently and encodes
them using a variable-length code. In the Lempel-Ziv algorithm the encoder identifies
repeated patterns of symbols and encodes in the following manner. Whenever a pat-
tern is repeated in the information sequence, the pattern is replaced by a pointer to the
first occurrence of the pattern and a value that indicates the length of the pattern. The
algorithm is adaptive in that the frequently occurring patterns are automatically iden-
tified by the encoding process as more and more of the symbol sequence is processed.

In Figure 12.10, we give an example of the algorithm for a rhyme from Dr. Seuss
[1963]. Most beginning readers have high redundancy, since that is one of the main
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“All tall We all are tall. All small We all are small.” 

Can be mapped into

“All_ta[2, 3]We_[6, 4]are[4, 5]._[1, 4]sm[6, 15][31, 5].”

FIGURE 12.10 Lossless data
compression using the Lempel-Ziv
algorithm.

characteristics that make the reader easy to read. The first six characters, All ta, are left
unchanged, since they do not contain a repeated pattern. The next three symbols, ll ,
are seen to have occurred before, so the marker [2,3] is used to indicate the decoder
should refer back to the second character and reproduce the next three characters. The
next three characters, We , are left unchanged, but the following four characters, all ,
are seen to have occurred starting with character 6. The next three characters, are, are
left unchanged, but the next five characters, tall, are seen to have occurred starting
with character 4. The next two characters, . , are left unchanged, and the following
four characters, All , are seen to have occurred starting with character 1. The next two
characters, sm, are unchanged, and we then hit the jackpot by finding that the next
15 characters, all We all are , occurred starting with character 6. Finally, the last word
is seen to have occurred starting with character 31. The final period completes the
encoding. In this example the original sequence consisted of 53 ASCII characters, and
the compressed sequence consists of 29 ASCII characters, where we assume that each
number in the pointer takes one ASCII character. Isn’t this fun? In the problem section
you get a chance to decode another one of our favorite Dr. Seuss rhymes.

ERROR CONTROL AND LOSSLESS DATA COMPRESSION
Lossless data compression is achieved by removing a redundancy in the sequence
of symbols used to represent a given set of information. The reduced redundancy
implies that the resulting compressed set is more vulnerable to error. As shown for
the case of two-dimensional facsimile coding, individual errors can propagate and
cause significant impairments in the recovered image. Similarly, errors introduced in
the encoded sequence that results from Huffman coding can result in complete loss
of the information. The effect of errors on information that has been compressed can
be reduced through the use of error-correction techniques and through the insertion
of synchronization information that can limit error propagation.

The above version of the Lempel-Ziv algorithm requires the encoder to search
backward through the entire file to identify repeated patterns. The algorithm can be
modified by restricting the search to a window that extends from the most recent
symbol to some predetermined number of prior symbols. The pointer no longer refers
to the first occurrence of the pattern but rather to the most recent occurrence of the
pattern. Another possible modification of the Lempel-Ziv algorithm involves limiting
the search to patterns contained in some dictionary. The encoder builds this dictionary
as frequently occurring patterns are identified.

Adaptive lossless data compression algorithms are used widely in information
transmission and storage applications. In transmission applications, lossless data
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compression can reduce the number of bits that need to be transmitted and hence the to-
tal transmission time. In storage applications lossless data compression techniques may
reduce the number of bits required to store files and hence increase the apparent capac-
ity of a given storage device. Three types of lossless data compression techniques have
been implemented in conjunction with modems. The MMP5 protocol uses a combina-
tion of run-length coding and adaptive Huffman coding. The MMP7 protocol exploits
the statistical dependence between characters by applying context-dependent Huffman
codes. The V.42bis ITU modem standard use the Lempel-Ziv algorithm. The Lempel-
Ziv algorithm has also been implemented in storage applications such as the UNIX
COMPRESS command. The Lempel-Ziv algorithm yields compression ratios ranging
from 2–6 in file-compression applications.

12.2 COMPRESSION OF ANALOG SIGNALS

We now consider the compression of analog information. In Chapter 3 we indicated
that analog information is characterized by the fact that its exact representation requires
an infinite number of bits. Examples of analog information include speech and audio
signals that consist of the continuous variation of amplitude versus time. Another
example of analog information is image information that consists of the variation of
intensity over a plane. Video and motion pictures are yet another example of analog
information where the variation of intensity is now over space and time. All of these
signals can assume a continuum of values over time and/or space and consequently
require infinite precision in their representation. All of these signals are also important
in human communications and are increasingly being incorporated into a variety of
multimedia applications.

Lossy data compression involves the problem of representing information within
some level of approximation. In general, data compression is required to represent
analog signals using only a finite number of bits. Therefore, a figure of merit for a
lossy data compression technique is the quality, fidelity, or degree of precision that
is achieved for a given number of representation bits. In Chapter 3 we presented the
sampling and quantization techniques for digitizing analog information. In this section
we present a number of techniques for achieving additional compression of this analog
information. These techniques include adaptive quantization, predictive coding, and
transform coding. We also discuss how these techniques are used in standards for
coding speech, audio, image, and video signals.

12.2.1 Adaptive Quantizers

The derivation for the performance of the uniform quantizers in Chapter 3 assumed
that we know the exact dynamic range −V to V in which the signal values will fall.
Frequently the system does not have sufficient control over signal levels to ensure that
this is the case. For example, the distance a user holds a microphone from his or her
mouth will affect the signal level. Thus if a mismatch occurs between the signal level for
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FIGURE 12.11 Variation of signal level for speech.

which the system has been designed and the actual signal level, then the performance
of the quantizer will be affected. Suppose, for example, that the quantizer is designed
for the dynamic range −V to V and the actual signal level is in the range −V/2 to V/2.
Then in effect we are using only half the signal levels, and it is easy to show that the
SNR will be 6 dB less than if the signal occupied the full dynamic range. Conversely,
if the actual signal level exceeds the dynamic range of the quantizer, then the larger-
magnitude samples will all be mapped into the extreme approximation values of the
quantizer. This type of distortion is called clipping and in the cassette recording systems
that you are surely familiar with is indicated by a red light in the signal-level meter.

Figure 12.11 shows the speech waveform for the following sentence: The speech
signal level varies with time. The waveform is about 3 seconds long and was sampled
at a rate of 44 kHz, so it consists of approximately 130,000 samples. Large variations
in signal levels can be observed.

One way of dealing with variations in signal level is to actually measure the signal
levels for a given time interval and to multiply the signal values by a constant that maps
the values into the range for which the quantizer has been designed. The constant is
then transmitted along with the quantizer values. These types of quantizers are called
adaptive quantizers. A passive way of dealing with variations in the signal level is to
use nonuniform quantizers where the quantizer intervals are roughly proportional to
the signal level. The companders used for telephone speech are an example of this.

12.2.2 Predictive Coding

In Chapter 3 we introduced pulse code modulation (PCM), the basic technique for
the conversion of analog signals such as voice and video to digital form. The quantizers
that were introduced in Section 3.3 simply convert the samples of an analog signal
into digital form. They do not deal with statistical dependencies between samples.
For example, in sections where the signal is changing slowly, consecutive samples
will tend to have values that are close to each other, as shown in Figure 12.12. In
another example, the signal is approximately periodic, and longer-term dependencies
between sample values can be observed. Figure 12.13 shows the waveform for the
sound corresponding to the English vowel sound “ae,” as in the word cat. The long-
term dependency between sample values is evident. This periodic property is common
to the so-called voiced sounds that include the vowel sounds as well as many consonant
sounds such as “n,” “l,” and “r.” Figure 12.14 gives an example of an image where, in
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FIGURE 12.12 A smooth signal and its successive differences.

FIGURE 12.13 Sample waveform of “ae” sound as in cat.

FIGURE 12.14 Image sample with smooth portions.
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smooth portions of the picture, neighboring samples tend to have the same values. Long-
term dependencies can also be observed when images contain periodic patterns. The
compression techniques discussed in this section attempt to exploit the redundancies
to attain greater compression and hence to provide more efficient representations.

Three basic compression techniques exploit the redundancies in signals. Predictive
coding techniques, also called differential coding techniques, attempt to predict a
sample value in terms of previous sample values. In Figure 12.12 the sequence of
differences occupies a smaller dynamic range and consequently can be coded with
greater accuracy by a quantizer. Predictive coding techniques are used extensively
in the coding of speech signals. A second type of technique involves transforming the
sequence of sample values into another domain that yields a signal that is more amenable
to lossless data compression. These types of techniques are called transform coding
techniques. Transform coding is used extensively in image and video coding. Subband
coding is an important special case of transform coding. A third type of technique
is to design quantizers that deal not with individual samples, but instead map blocks
of samples into approximation points that have been designed to represent blocks of
samples. This third technique, which is called vector quantization, is usually used in
combination with other techniques. In the remainder of this section we discuss the first
two types of techniques.

DIFFERENTIAL PCM
Figure 12.15 shows the block diagram of a differential PCM (DPCM) system, which
is the simplest type of predictive coding. The next sample x(n) is predicted by linear

y(n) � x(n) � x̂(n) � d
~

(n) � x(n) � d
~

(n) � d(n) � e(n)

The end-to-end error is only the error introduced by the quantizer!

Quantize the difference between prediction and actual signal:
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FIGURE 12.15 Differential PCM coding.
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combination of N previous outputs of the system:

x̂(n) = h1 y(n − 1) + h2 y(n − 2) + . . . + hN y(n − N ) (12.7)

In the simplest case we would use a first-order predictor where x̂(n) is predicted by
h1 y(n − 1). In general the prediction becomes more accurate as more terms are used
in the predictor.

The difference between the sample value and the predicted value, which is called
the prediction error, is applied to the quantizer, and the output is transmitted to the
decoder. Note that the prediction is not in terms of the N previous samples x(n − 1),

x(n − 2), . . . , x(n − N ), but rather in terms of the N previous outputs of the encoder.
The reason is that the previous sample values are not available at the decoder. By using
the above predictor, both the encoder and decoder will generate the same sequence of
prediction values. It can be shown that the SNR of a DPCM system is given by

SNRDPCM = SNRPCM + 10 log10 G p (12.8)

This equation has the following interesting interpretation. A PCM system in isolation
has the SNR performance given by SNRPCM. The introduction of the predictor reduces
the power of the input to the quantizer from σ 2

x to σ 2
d . This reduction factor, given by

G p = σ 2
x /σ 2

d , is directly translated into an improvement in SNR.
The design of a DPCM system involves finding the set of optimum prediction

coefficients h1, h2, . . . , hN that maximize the prediction gain. This process involves
computing the statistics of a long sequence of speech samples from a variety of speakers
and then carrying out certain matrix computations that ultimately yield the best predic-
tor. See [Jayant and Noll 1984] for details. Typical values of G p range from 6 to 10 dB.
These gains can be used to reduce the bit rate by between one and two bits/sample.
For example, the quality of a 64 kbps PCM, which uses eight bits/sample, can be ob-
tained by using six bits/sample, giving a bit rate of six bits/sample × 8000 samples/
second = 48 kbps.

In the section on PCM it was indicated that the dynamic range of speech signals can
vary considerably. The correlation properties of speech signals also vary with speaker
and also according to the sound. The ITU has standardized a 32 kbps speech-coding
method that enhances the preceding DPCM technique by using an adaptive quantizer as
well as by computing the prediction coefficients on the fly in an attempt to maximize the
instantaneous coding gain. This algorithm is called adaptive DPCM (ADPCM). The
encoded speech using this algorithm is of comparable subjective quality as that produced
by eight-bit PCM coding. ADPCM is simple to implement and is used extensively in
private network applications and in voice-mail systems.

Predictive coding techniques can be refined even further by analyzing speech sam-
ples so that the prediction coefficients are calculated essentially on a per sound basis.
For example, for sounds such as the one in Figure 12.13 long-term predictors are used
to predict the waveform from one period to the next. A further improvement involves re-
placing the coding of the prediction error with very low bit rate approximation functions.
The class of linear predictive coders (LPC) uses this approach. Several variations of
LPC coders have been selected for use in digital cellular telephone systems, for example,
quadrature code-excited linear prediction (QCELP) coding at a bit rate of 14.4 kbps for
use with the Qualcomm CDMA system, vector sum-excited linear prediction (VSELP)
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12.2 Compression of Analog Signals 817

coding at a bit rate of 8 kbps for use with TDMA, and regular pulse-excited long-term
prediction (RPELTP) coding at a bit rate of 13 kbps for use in the GSM system.

In this section, we have focused on the application of predictive coding methods to
speech signals. It should be noted, however, that the techniques are applicable to any
signals where significant redundancy occurs between signal samples and are also used
in image and video coding.

VOICE CODEC STANDARDS
A variety of voice codecs have been standardized for different target bit rates and
implementation complexities. These include:

G.711 64 kbps using PCM
G.723.1 5–6 kbps using CELP
G.726 16–40 kbps using ADPCM
G.728 16 kbps using low delay CELP
G.729 8 kbps using CELP

◆ SNR PERFORMANCE OF DPCM
We are interested in obtaining an expression for SNR performance of the DPCM

system, which is given by the ratio of the average signal power and the average power
of the end-to-end error introduced by the system. Let d(n) be the prediction error

d(n) = x(n) − x̂(n) (12.9)

and let d̃(n) be the output of the quantizer for the input d(n). The end-to-end error of
the system is given by y(n) − x(n). By noting that y(n) = x̂(n) + d̃(n), we then have

y(n) − x(n) = x̂(n) + d̃(n) − x(n) = d̃(n) − d(n) = e(n) (12.10)

Equation 12.10 shows that the end-to-end error in the DPCM system is given solely by
the error introduced by the quantizer. Thus the SNR of the system is given by

SNR = σ 2
x

σ 2
e

= σ 2
x

σ 2
d

σ 2
d

σ 2
e

= G p
σ 2

d

σ 2
e

(12.11)

where

Gp = σ 2
x

σ 2
d

(12.12)

and the first equality is the definition of the SNR and the second equality is obtained
by multiplying and dividing by σ 2

d . The term Gp is called the prediction gain, and
the term σ 2

d /σ 2
e is simply the performance of the quantizer in isolation because it is

the ratio of the power of input to the quantizer and the power of the error introduced
by the quantizer. In decibels the SNR equation (Equation 12.11) becomes

SNRDPCM = 10 log10
σ 2

d

σ 2
e

+ 10 log10 Gp = SNRPCM + 10 log10 Gp (12.13)
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12.2.3 Transform and Subband Coding

Transform coding takes the sequence of signal sample values and converts them via a
transformation into another sequence. In some instances the resulting sequence is more
easily compressed or compacted. In other cases the transformed sequence allows the
encoder to produce the quantization noise in a less perceivable form. Examples of the
transformations that can be used are discrete Fourier and cosine transforms which in-
volve taking time-domain signals into frequency-domain signals. A recently introduced
example involves the use of wavelet transforms. In this and the next sections we con-
sider subband coding and discrete cosine transform (DCT) coding and their application
to speech, audio, image, and video signals.

When the number of quantization levels is not small, the quantization error signal
has a flat spectrum. That is, its energy in the error signal is evenly distributed over the
range of frequencies occupied by the signal. Most information signals have a spectrum
that is nonuniform. Figure 12.16a shows the spectrum X( f ) of a typical signal and
the associated quantization noise Q( f ). In this case the relative signal power to noise
power differs according to frequency. In certain applications, such as audio, the ear
is sensitive to these frequency-dependent SNRs. This situation suggests that systems
could be designed to distribute the quantization error in a less perceivable form.

The subband coding technique was developed to do so. In subband coding the
signal is decomposed into the sum of K component signals that are obtained by applying
x(t) to a bank of filters that are nonoverlapping in frequency. This procedure is shown
in Figure 12.16b. Each component signal is quantized using a different quantizer. The
number of levels in the quantizer determines the power of the quantization noise.
Therefore, the encoder can control the amount of quantization noise introduced in
each component through the number of bits assigned to the quantizer. The encoder
typically performs the bit allocation based on the instantaneous power in the different
subbands.

_W
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W
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X( f )(b)
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FIGURE 12.16 Subband coding
of a typical signal. X ( f ) is
spectrum of original signal; Q( f ) is
spectrum of error signal.
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The MPEG standard for digital audio uses subband coding for the compression of
audio.2 Audio signals are sampled at a 16-bit resolution at sampling rates of 16 kHz,
22.05 kHz, 24 kHz, 32 kHz, 44.1 kHz, or 48 kHz. The sequence of time samples of
the audio signal are filtered and divided into 32 disjoint component signals. The audio
signal is also transformed into the frequency domain using a fast Fourier transform
to assess the frequency composition of the signal. The subband signals are quantized
according to the bit allocation specified by the encoder, which takes into account the
instantaneous powers in the different frequency bands as well as their relative degree
of perceptual importance. The MPEG audio compression standard has adjustable
compression ratios that can deliver sound ranging from high-fidelity CD quality to
telephone voice quality. MPEG audio compression can operate at three layers, from 1
to 3 in order of increasing complexity. A decoder of a given layer is required to decode
compressed signals using all lower layers. The compressed signals have bit rates that
range between 32 kbps to 384 kbps. The algorithm has a mode that allows it to compress
stereo audio signals, taking into account the dependencies between the two channels.

WHAT IS MP3?
MP3 stands for MPEG layer 3 audio compression. The layer 3 compression option
can reduce the bit rate of an audio signal by a factor of 12 with very low loss in
sound quality. MP3 software for compression and playback can be downloaded from
various websites. High-quality audio MP3 files can be created from music CDs, so
MP3 has become very popular for “recording” selections from CDs in personal
computers. The MP3 phenomenon has led to problems with the illegal distribution
of copyrighted music material over the Internet. The recording industry is working
on the development of secure digital recording methods.

12.3 IMAGE AND VIDEO CODING

Image and video information are multidimensional in nature and so differ from the
speech and audio streams discussed in the previous section. Nevertheless, the techniques
for compression can be generalized and extended to provide efficient representations
of image and video signals. In this section we present the basic techniques that form
the basis for current standards in image and video coding.

12.3.1 Discrete Cosine Transform Coding

Figure 12.17a shows samples of the signal that is smooth in the sense that it varies
slowly in time. The figure also shows the corresponding discrete cosine transform

2MPEG video compression is discussed later in Section 12.3.4.
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FIGURE 12.17 One-dimensional and two-dimensional DCTs.

(DCT) coding of the sequence. The smooth signal is primarily low-pass in nature so
that the DCT of the signal is concentrated at low frequencies. If, instead of coding the
signal in the time domain, we encode the signal in the frequency domain, we see that
the frequency domain values will contain many zeros that can be encoded efficiently
through the use of Huffman and run-length coding. In this section we refrain from the
equations associated with the various transforms and focus on the qualitative behavior.
Appropriate references are included at the end of the chapter.

The effectiveness of the DCT becomes more evident when the two-dimensional
DCT is applied to images. In these applications the images are sampled to obtain a
rectangular array of pixel values, as shown in Figure 12.18. This array is divided into
square blocks consisting of 8 × 8 pixels. Figure 12.17b shows the values of the pixels
obtained from a certain image. Note that in this case the time variable is replaced by
the two space variables. The DCT then produces a block of values defined over two
spatial frequency variables. The DCT of this 8×8 block is also shown in Figure 12.17b.
Because the original block consisted of the smooth section of the image the DCT has
nonzero values concentrated at the low frequencies that correspond to the upper-left
corner of the transformed block. It can also be seen that all other pixel values are zero.
It is clear that the transformed block can be more readily compressed.

12.3.2 The JPEG Image-Coding Standard

The Joint Photograph Expert Group (JPEG) image-coding standard uses the DCT
in the following way. The original image is segmented into blocks of 8 × 8 pixel
values. The DCT is then applied to each of these blocks. The coefficients in each DCT
block are then quantized. Typically, a different quantizer is used for different frequency
coordinates because of the differences in perceptual importance. The 8 × 8 array of
pixels is converted into a block of 64 consecutive values through the zigzag scanning
process shown in Figure 12.19. It can be seen that only the first few values in this
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FIGURE 12.18 Scanning of
an image: a color picture
produces three color
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block will be nonzero. The first component in each block, called the dc component,
corresponds to the mean of the original pixel values and is encoded separately. The
remainder of the components, the ac components, are encoded using Huffman codes
designed to encode the nonzero values and run-length codes to deal with the long runs
of zeros. Consecutive blocks tend to have similar means, so the dc components of
consecutive blocks are encoded using DPCM. This technique can reduce the number
of bits required to represent an image by compression ratios of 5 to 30. Figure 12.20
summarizes the JPEG image-coding standard.

The choice of 8-×-8-pixel blocks in the JPEG coding algorithm was primarily
determined by the size of block for which the DCT algorithm could be implemented
in VLSI. By transforming larger blocks of information, it is possible to capture the
redundancies among larger groups of samples and hence achieve larger compression
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FIGURE 12.20 JPEG image-coding standard.

ratios. Another issue in JPEG coding is artifacts that result from the block-oriented
coding. At very low coding bit rates, the boundaries between the blocks within the
image become visible (see Figure 12.14). The “blockiness” in the picture can become
quite annoying. There have been a number of proposals for using blocks that overlap
so that adjacent blocks can be matched at the boundaries.

Consider now the question of dealing with color images. Modern video display
systems produce color images by combining variable amounts of the three primary
colors: red, green, and blue (RGB). Any color can be represented as a linear combination
of these three colors. A color video camera or scanner produces an RGB representation
which is a three-dimensional signal consisting of the three color components. Thus the
compression of color images involves the compression of three component images,
one for each primary color. For example, “full color” display systems use eight bits
to represent each color component, giving a total of 24 bits/pixel and a capability of
representing 224 = 16,777,216 possible colors. An SVGA system has a resolution of
800 × 600 pixels/screen, and so it requires 1.44 megabytes of memory to store one
screen. Similarly, an XGA system has a resolution of 1024 × 768 pixels/screen, and so
it requires 1024×768×3 = 2.4 megabytes of memory. If you play with the resolution
control in your personal computer, you will be given a number of choices for the
resolution and the total number of colors that the available memory can accommodate.

To compress a color image, the above DCT coding algorithm can be applied sep-
arately to each component image. A more effective compression method involves first
applying a transformation to the RGB representation of the image. The R, G, and B com-
ponents for a pixel are converted into a luminance component, Y, and two chrominance
components, I and Q, by the following equations:

xY = 0.30xR + 0.59xG + 0.11xB (12.14)
xI = 0.60xR − 0.28xG − 0.32xB (12.15)
xQ = 0.21xR − 0.52xG + 0.31xB (12.16)

This transformation was developed as part of the design of color television systems
that required compatibility with black-and-white television. The luminance component
provides the information required to produce the image in a black-and-white televi-
sion. The two chrominance components provide the additional information required to
produce a color image. One of the observations made in the design of color television
was that the human eye is much more sensitive to the luminance signal than to the
chrominance signals because the luminance signal provides information about edges
and transitions in images. An analogy can be made to the coloring books that you
surely grew up with; the black lines on a page that define the basic image correspond
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to the luminance signal, and the coloring on the page corresponds to the chrominance
components. Image compression systems make use of this difference in sensitivity by
processing the luminance signal at the original resolution and processing the chromi-
nance signals at lower resolutions.

A commonly used format involves having the chrominance components repre-
sented at one-quarter of the resolution of the luminance signal. For example, one frame
of a television signal consists of 480 lines with 640 pixels/line. This frame will produce
4800 8-×-8-pixel blocks for the luminance signal for one frame. The chrominance sig-
nals are originally sampled at this resolution but blocks of 2×2 pixels are collapsed into
a single pixel by taking an average of the four pixel values. As a result, each chrominance
signal will produce 1200 pixel blocks for each frame. The DCT compression algorithm
can then be applied to the blocks produced by the three component signals and the
resulting representation can be transmitted or stored. Note that this approach halves
the total number of blocks that need to be processed from 3 × 4800 = 14,400 blocks
to 4800 + 2 × 1200 = 7200 blocks. The decoder then recovers the luminance frame
and the two chrominance frames. The latter are expanded to the original resolution by
creating a 2 × 2 set of pixels from each pixel value.

As an example, consider a scanned image of a 8′′ ×10′′ color picture at a resolution
of 1200 pixels/inch. Inexpensive scanners with this resolution are now available. The
number of pixels produced in the scanning process is then

8 × 1200 × 10 × 1200 = 115.2 × 106 pixels (12.17)

Assuming that 24 bits are used to represent each pixel value, the uncompressed scanned
picture will yield a file consisting of 350 megabytes! If the JPEG algorithm can produce
a high-quality reproduction with a compression ratio of 10 for this particular image, then
the file size is reduced to 35 megabytes. If in addition we use one-quarter resolution for
the chrominance components, the file size can then be reduced to about 17.5 megabytes.

12.3.3 Compression of Video Signals

Television and motion pictures are based on the principle that a rapid sequence of
pictures can give the appearance of motion. Consider, for example, a booklet of pictures
that change incrementally. When the pages of the booklet are flicked in rapid succession,
the sequence of pictures merge to produce animation. This principle is the basis for
motion pictures where a series of photographs are projected onto a screen at a rate of
24 picture frames/second. Figure 12.21 shows how the principle is incorporated into
television.

The television signal consists of a one-dimensional function of time that is used to
produce a sequence of images. The television signal specifies the intensity that is to be
drawn in a horizontal line across the television screen. Synchronization signals control
the tracing of consecutive lines down the screen as well as the return to the top of the
screen after each picture frame. The television system in North America and Japan uses
525 lines/frame and displays 30 frames/second. Systems in Europe used 625 lines/frame
and a display rate of 25 frames/second. At these rates some flicker is still noticeable, but
instead of increasing the frame rate, a technique called interlacing is used. A frame is
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FIGURE 12.21 The
TV/video signal.

divided into two fields that consist of the odd and even lines, respectively. Odd (−) and
even (+) fields are displayed in alternation, resulting in a display rate of 60 fields/second.
The odd and even fields draw lines in nonoverlapping portions of the picture. The display
screen consists of material that maintains each line for a sufficient period of time to pro-
duce the appearance of a higher frame rate. Modern technology now makes it possible
to implement progressive or noninterlaced video systems that use higher frame rates.

From Figure 12.21 we can calculate the uncompressed bit error rate required to
represent a standard television signal. In the figure we assume that each frame consists
of 720 lines by 480 pixels/line, as specified by an industry standard for digital television.
If we use eight bits to represent each color component of a given pixel, then the bit rate
for the uncompressed television signal is 24×720×480×30 = 248 megabits/second.
As another example, consider one of the high-definition television standards that has a
resolution of 1920×1080 pixels/frame at 60 frames/second. The uncompressed bit rate
for this HDTV signal is 3 gigabits/second. Clearly, effective compression algorithms
are desirable for these signals.

In the discussion relating to JPEG, we presented a DCT coding method as a means
for exploiting the spatial redundancies in a picture. In intraframe video coding each
picture is encoded independently of all other pictures. The motion JPEG system involves
applying the JPEG algorithm to each frame of a video sequence. For the 720 × 480
television signal described above, the JPEG algorithm can produce digital video with
high quality at bit rates of about 20 megabits/second.

The temporal nature of video implies that video signals also contain temporal
redundancy. Interframe video coding methods exploit this redundancy to achieve
higher compression ratios. Video signals can be viewed as consisting of scenes in which
the setting is fixed and the time is continuous. In scenes with little or no motion, the
consecutive frames differ in very small ways. In this case the notion of predictive coding
suggests that we encode the differences between consecutive frames. The pixels in these
different frames will predominantly consist of zeros and cover a narrow dynamic range.
From our results on the performance of quantizers, we know that such signals will be
highly compressible. However, in scenes that contain a significant amount of motion
the difference between successive frames will fail to capture the temporal relation
between them. Motion compensation algorithms have been developed to address this
problem.

Figure 12.22 shows the operation of the video compensation method. As before,
frames are segmented into 8-×-8-pixel blocks. The coding of given frame is performed
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FIGURE 12.22 Video motion compensation.

relative to the previous frame, which is stored in a buffer. For each 8 × 8 block of
pixels, a search is carried out to identify the 8 × 8 block in the preceding frame that
best matches the block that is to be encoded. A motion vector is calculated specifying
the relative location of the encoded block to the block in the preceding frame. The
DCT is applied to the difference between the two blocks, and the result is quantized
and encoded as in the JPEG method. The resulting compressed information and motion
vector allow the decoder to reconstruct the approximation of the original signal.

Motion compensation is the most time-intensive part in current video compression
algorithms. The region that is searched to identify the best fit to a block is typically
limited to a region in the vicinity of the block. Note that the algorithm that is used
to conduct the search does not need to be standardized, since the decoder needs to
know the motion vectors but not how they were found. Another consideration in se-
lecting the motion compensation algorithm is whether the encoding has to be done
in real time. In a studio production situation where the uncompressed video sequence
has been prerecorded and stored, the encoder can use complex motion compensation
algorithms to produce efficient and high-quality compressed versions of the signal.
In real-time applications, such as broadcasting and videoconferencing, the system has
much less time to carry out motion compensation, so simpler, less effective algorithms
are used.

Figure 12.23 shows the block diagram for the ITU H.261 video encoding standard
for videoconferencing applications. This standard provides for various coding options
that can result in bit rates of the form p × 64 kbps. Recall that 64 kbps is the standard
bit rate required to handle a single voice signal within the telephone network. The
p = 1 and p = 2 versions can be accommodated in the basic rate interface of ISDN.
The p = 24 version occupies a T-1 telephone line. The H.261 system is defined for
frames of size 360 × 240 pixels and 180 × 120 pixels, which are 1/4 and 1/16 the
resolution of the 720 × 480 system discussed earlier. The encoder uses a combination
of intraframe DCT coding and interframe DCT coding with motion compensation.
Reasonable picture quality is provided by these systems when the scenes contain little
motion. However, the encoding delay is significant, so the time that elapses from when
a person moves to when the motion is seen on the screen is noticeable. This delay makes
the interaction between the videoconferencing participants a bit awkward.
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12.3.4 The MPEG Video Coding Standards

Video on demand and related applications require that the encoded video signal ac-
commodate capabilities associated with VCR controls. These include the ability to
fast forward, reverse, and access a specific frame in a video sequence. The Motion
Picture Expert Group (MPEG) standards have been developed to meet these needs.
The MPEG-1 and MPEG-2 standards use three types of encoding that produce three
types of frames as shown in Figure 12.24. I-frames are encoded with intraframe coding.
Since their decoding is independent of all other frames, I-frames facilitate fast-forward,
reverse, and random-access capabilities. I-frames have the lowest compression, but they
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can be encoded and decoded faster than the other frame types. P-frames (predictive)
are encoded by using motion compensation relative to the most recent I- or P-frame.
P-frames have better compression levels than I-frames. B-frames (bidirectional) use
motion compensation relative to both the preceding and the following I- or P-frames.
The motion vector for a given block can refer to either or both of these two frames.
B-frames achieve the highest compression of the three frame types, but they also take
the longest time to encode. In addition, they cause significant delay at the encoder, since
they require the availability of the following I- or P-frame. In the MPEG standards the
motion compensation algorithm attempts to find the best match for macroblocks that
consist of 16-×-16-pixel blocks of luminance symbols. The motion vector that results
from this process is then used for the associated 8-×-8-pixel chrominance signal blocks.

The encoded frames in MPEG are arranged in groups of pictures as shown in
Figure 12.25. I-frames are inserted into the sequence at regular intervals to provide
VCR capabilities as well as to limit the propagation of errors associated with predictive
coding. The remainder of the frames consist of P-frames and B-frames.

The MPEG-1 standard was developed to produce VCR-quality digital video at
about 1.2 Mbps. This standard makes storage possible in CD-ROM and transmission
possible over T-1 digital telephone lines. The MPEG-2 standard is much broader in
scope. It can accommodate frame sizes of 352 × 240 pixels, 720 × 480 pixels, 1440 ×
1152 pixels, and 1920×1080 pixels. The MPEG-2 standard defines a system of profiles
where each consists of a set of coding tools and parameters. For example, the MPEG-2
main profile uses three types of frames, namely, I-, B-, and P-frames. It focuses on
the 720-×-480-pixel resolution that corresponds to conventional television. Very good
quality video is attainable using MPEG-2 at bit rates in the range of 4 to 6 Mbps. Another
profile accommodates simpler implementation by avoiding the use of B-frames.

Other profiles address scalability options where users with differing requirements
wish to access the same video information, as shown in Figure 12.26. In SNR
scalability different users require the same image sizes but have different bit rates
available. The encoded video then needs to be represented as two streams: one at a
basic quality that meets the lower of the bit-rate requirements; the other that provides
information that allows the higher bit-rate user to enhance the quality of the recovered
signal. SNR scalability is also referred to as layered coding because it can provide the
basis for maintaining basic-quality transmission in the presence of errors. This level of
performance is achieved by having the base stream transmitted with higher priority or
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greater error protection than the enhancement stream. In spatial scalability different
users wish to access the same information at different resolutions. Again, the encoded
information is divided into two streams: one that provides the basic resolution and the
other that provides the enhancement required to obtain the higher resolution. The aim
of spatial scalability in MPEG-2 is to support multiresolution applications that involve
backward compatibility, for example, between MPEG-2 and MPEG-1 or H.261, as well
as compatibility between standard-format television and HDTV.

The MPEG-2 profiles also consider HDTV. As discussed in Chapter 3, conventional
television uses an aspect ratio of 4:3, giving a squarish picture. HDTV uses an aspect
ratio of 16:9, giving a picture that is closer to that of motion pictures. MPEG-2 allows
for two larger resolutions to accommodate HDTV: 1440 × 1152 and 1920 × 1080. The
higher resolution and frame rates of these signals result in huge bit rates for the uncom-
pressed signal. MPEG-2 coding can produce high-quality HDTV compressed signals
at bit rates in the range 19 to 38 Mbps. The Advanced Television System Committee
(ATSC) has developed an MPEG-2–based coding standard for HDTV systems in the
United States for use over terrestrial broadcast and cable systems over conventional
analog 6 MHz bandwidth channels.

The MPEG standards group has already begun work on an MPEG-4 coding standard
for use in very low bit rate applications such as those encountered in wireless networks.
It is clear that the requirement for multimedia communications will soon extend to
wireless networks. The problems are that bandwidth is limited and communication
is unreliable in wireless networks. So the challenge here is how to send images, for
example, remote telemetry or security, over these types of channels.

12.3.5 MPEG Multiplexing

The systems part of the MPEG-2 standard deals with the multiplexing and demulti-
plexing of streams of audio, video, and control information. MPEG-2 has the ability to
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carry multiple elementary streams that need not have a common time base. Figure 12.27
shows the case of an audio and a video stream that have a common time base. The out-
puts of the encoders are packetized, and timestamps derived from a common clock are
inserted into each packet. This process results in packetized elementary streams (PES).
Each PES packet contains information that identifies the stream; specifies the packet
length, and gives a PES priority that can be used with layered coding, as well as presen-
tation and decoding timestamps and packet transmission rate information. As shown
in the figure, two multiplexing options are supported: program stream and transport
stream.

MPEG-2 program stream results from the multiplexing of PES streams that have
a common time base into a single stream. The program stream is intended for error-
free environments, and so it uses packets that are variable length and relatively long.
The transport stream multiplexes one or more PES streams with one or more time
bases. The transport stream is intended for situations where packet loss may occur,
for example, network transmission, and so it uses fixed-length 188-byte packets that
facilitate recovery from the losses. The transport stream packets contain program clock
reference timestamps that can be used for clock recovery.

For a transport stream the decoder demultiplexes the stream and removes the trans-
port stream and PES headers to reconstruct the compressed video and audio elementary
streams. These streams are placed in a buffer and retrieved by the video and audio de-
coders at the appropriate time. Two timing processes are in play here. First the output
from the video and audio decoders must synchronize to have “lip synch.” This process
requires the synchronization of the two media streams and hence the compensation
for any misalignments in the relative timing of packets that may have occurred during
transmission. The synchronization is done through the use of presentation timestamps
and decoding timestamps. The second timing process is the recovery of the encoder
clock. The decoder must reconstruct the timing of the clock that was used at the encoder.
The encoder inserts program clock reference timestamps. Chapter 5 covers this type of
timing recovery.
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SUMMARY

Multimedia networking involves the transfer of a variety of information types that
may be integrated in a single application. In this chapter we presented the compression
techniques that are used to obtain efficient digital representations for various types of
information media. We took a close look at the format, bit rates, and other properties of
different types of information, such as speech, audio, facsimile, image, and video. We
saw that audio and video information can require higher bit rates than those typically
provided by packet networks. We also presented the important compression standards
from the classic logarithmic-PCM for telephone voice to the current MPEG-2 and
MP3 standards for video and audio.

CHECKLIST OF IMPORTANT TERMS

adaptive lossless data compression
adaptive DPCM (ADPCM)
adaptive quantizer
B-frame
clipping
codeword
differential coding
differential PCM (DPCM)
discrete cosine transform (DCT)
◆ entropy
groups of pictures
Huffman code
I-frame
interframe video coding
interlacing
intraframe video coding
Joint Photograph Expert Group

(JPEG)
linear predictive coders (LPC)

motion vector
MPEG audio compression
MPEG-1, MPEG-2 coding standard
nonuniform quantizers
P-frame
pixel
prediction error
prediction gain
predictive coding
pulse code modulation (PCM)
RGB representation
run
run-length code
SNR scalability
spatial scalability
subband coding
synchronization
transform coding
vector quantization
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PROBLEMS

12.1. (a) Give three examples of applications in which the information must be represented
in a lossless way.

(b) Give three examples of applications in which information can be represented in a
lossy manner.

12.2. The probabilities for the letters in the English alphabet are given in the table below. The
space between letters constitutes one-sixth of the characters in a page.
(a) Design a Huffman code for the letters of the English alphabet and the space character.
(b) What is the average number of bits/symbol?
(c) Compare the answer of part (b) to the entropy.

Probability Probability Probability Probability
of occurrence of occurrence of occurrence of occurrence

A 0.08149 H 0.05257 O 0.07993 U 0.02458
B 0.01439 I 0.06344 P 0.01981 V 0.00919
C 0.02757 J 0.00132 Q 0.00121 W 0.01538
D 0.03787 K 0.00420 R 0.06880 X 0.00166
E 0.13101 L 0.03388 S 0.06099 Y 0.01982
F 0.02923 M 0.02535 T 0.10465 Z 0.00077
G 0.01993 N 0.07096

12.3. Suppose an information source generates symbols from the alphabet {a, b, c} and suppose
that the three symbols are equiprobable.
(a) Find the Huffman code for the case where the information is encoded one symbol

at a time?
(b) Find the Huffman codes when the symbols are encoded in blocks of length 2 and in

blocks of length 3.
(c) Compare the answers in parts (a) and (b) with the entropy of the information source.

12.4. Consider a binary information source that “stutters” in that even-numbered symbols
are repetitions of the previous odd-numbered symbols. The odd-numbered symbols are
independent of other symbols and take on the values 0 and 1 with equal probabilities.
(a) Design a Huffman code for encoding pairs of symbols where the first component

of the pair is an odd-numbered symbol and the second component is the following
even-numbered symbol.

(b) Now design a Huffman code for encoding pairs of symbols where the first component
of the pair is an even-numbered symbol and the second component is the following
odd-numbered symbol.

(c) Compare the performance of the two codes. What is the entropy of this information
source?

12.5. The MNP5 lossless data compression algorithm used in various modem products uses
a combination of run-length coding and adaptive variable-length coding. The algorithm
is designed to encode binary octets, that is, groups of eight bits. The algorithm keeps a
running count of the frequency of occurrence of the 256 possible octets and has a table
listing the octets from the most frequent to the least frequent. The two most frequent
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octets are given the codewords 0000 and 0001. The remaining 254 octets are assigned a
codeword that consists of a three-bit prefix that specifies the number of remaining bits
in the codeword and a suffix that specifies the rank of the codeword within a group:

most frequent octet 000 0
second most frequent octet 000 1
third most frequent octet 001 0
fourth most frequent octet 001 1
fifth most frequent octet 010 00
sixth most frequent octet 010 01
seventh most frequent octet 010 10
eighth most frequent octet 010 11
ninth most frequent octet 011 000
. . . . . . . . .

16th most frequent octet 011 111
17th most frequent octet 100 0000
. . . . . . . . .

32nd most frequent octet 100 1111
. . . . . . . . .

129th most frequent octet 111 0000000
. . . . . . . . .

256th most frequent octet 111 1111111

(a) Suppose that a certain source generates the 256 octets with respective probabilities
c(1/2)i , i = 1, 2, . . . , 256, where c ≈ 1. What is the average number of bits/octet?
What is the entropy of this source?

(b) Suppose that the 256 octets are equiprobable? What is the average number of
bits/octet? Is coding useful in this case?

(c) For which set of probabilities is this the Huffman code? What is the entropy for such
a source?

12.6. (a) Use the m = 3 and m = 5 run-length codes to encode the binary string used in
Figure 12.5.

(b) Repeat part (a) using the m = 3 and m = 5 codes from Figure 12.6.

12.7. Consider a binary source that produces information bits bi independent of each other
and where P[bi = 0] = p and P[bi = 1] = 1 − p. Let l be the number of consecutive
0s before a 1 occurs.
(a) Show that P[l = i] = (1 − p)pi , for i = 0, 1, 2, . . .

(b) Show that P[l > L] = pL+1.
(c) Find the performance of the run-length code in Figure 12.5 for m = 4 when

p16 = 1/2.
(d) Find the performance of the run-length code in Figure 12.7 for m = 4 when

p16 = 1/2 and compare it to the result in part (c).

12.8. (a) Use the Lempel-Ziv algorithm, as described in the chapter, to encode the string of
characters in part (c) and part (d) of Problem 12.7.

(b) Repeat (a) where the algorithm refers to the most recent occurrence of the repeated
pattern.
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12.9. Decode the following Lempel-Ziv encoded passage from Dr. Seuss and find the com-
pression ratio:

I–do–not–like–them–in–a–box.–[1,19]with[22,3]f[26,4][1,24]house

[28,28]m[86,25][16,2]r[13,2]or[14,2][144,4][123,2][1,19]anyw[153,20]

gree[81,2]eggs[177,3]d[84,2]am[28,21]S[218,2]-I-[218,3]

12.10. Apply the Lempel-Ziv algorithm to the binary input string in Figure 12.5.

12.11. What are the consequences of transmission errors in PCM? What are the consequences
in DPCM?

12.12. (a) Use the features in the sample waveforms shown in Figures 12.11 and 12.13 to
explain how the ADPCM algorithm achieves compression.

(b) What additional information, relative to DPCM, does the ADPCM encoder have to
transmit to the decoder?

12.13. Suppose that a sound such as that shown in Figure 12.13 has a duration of 30 ms.
Suppose that you compute a Fourier series to produce a periodic function to approximate
the signal.
(a) Estimate the number of bits required to specify the Fourier series.
(b) Now suppose you take the difference between the periodic function produced by the

Fourier series and the actual function. How would you encode the difference signal to
produce an improved quality signal? Give a rough estimate of the additional number
of bits required?

12.14. If you have a microphone and a utility such as Sound Blaster Wave Studio in your PC
that allows you to sample speech waveforms, describe the properties of the following
sounds: “e” (as in beet), “i” (as in bit), “m” (as in moon), “s” (as in sit), and “h” (as in
hit). How do the first three waveforms differ from the latter two?

12.15. In Figure 12.16a is the subband coding system better off not transmitting the outer band
where the noise level exceeds the signal level?

12.16. Current AM transmission signals occupy a band of 10 kHz. Suppose that we wish to
transmit stereo CD-quality audio over an AM frequency band.
(a) What is the minimum size of a modem signal constellation required to achieve this

using uniform quantization? Refer to QAM in Chapter 3.
(b) What is the minimum size of signal constellation if MP3 is used instead?

12.17. FM radio signals use a transmission bandwidth of 200 kHz. Can MPEG-1 or MPEG-2
video be transmitted over one of these channels? Explain.

12.18. An analog TV channel occupies a bandwidth of 6 MHz. How many MPEG-1 channels
can be carried over such a channel if a digital transmission scheme is used with four
constellation points?

12.19. (The Globe and Mail, Jan. 25, 1995) The CD-video standard proposed by Sony/Phillips
provides for movies of up to 135 minutes with a total storage of 3.7 Gbytes. Can the
JPEG or MPEG coding standards meet these bit rate requirements?
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12.20. How many minutes of music can be stored in the CD system of Problem 12.19, using
uniform quantization? MP3 coding?

12.21. An XGA graphics display has a resolution of 1024 × 768 pixels. How many bytes are
required to store a screenful of data if the number of colors is 256? 65,536? 16,777,216?

12.22. A scanner can handle color images up to a maximum size of 8.5 inches by 11 inches at
resolutions up to 4800 pixels/inch. What file size is generated by the maximum-size image
sampled at 24 bits/pixel? What range of file size will result if JPEG compression is used?

12.23. In JPEG the DCT coefficients are expressed as numbers in the range 0 to 255. The DCT co-
efficients (prior to quantization) corresponding to an 8×8 block of pixels is given below:

148 92 54 20 6 2 2 0
86 72 45 16 8 1 0 0
56 48 32 10 7 2 0 0
20 14 8 4 2 0 0 0
4 3 2 1 0 0 0 0
2 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0

In JPEG a DCT coefficient is quantized by dividing it by a weight 2k and rounding the
quotient, where k = 0, 1, . . . , 6 is an integer selected according to the relative impor-
tance of the DCT coefficient. Coefficients corresponding to the lower frequencies have
small values of k, and those corresponding to higher frequencies have higher values of
k. The 8 × 8 quantization table specifies the weights that are to be used.
(a) Explain how the larger values of k correspond to coarser quantizers.
(b) From the following matrix of quantization table, find the resulting block of quantized

DCT coefficients.

1 1 2 4 8 16 32 64
1 1 2 4 8 16 32 64
2 2 2 4 8 16 32 64
4 4 4 4 8 16 32 64
8 8 8 8 8 16 32 64
16 16 16 16 16 16 32 64
32 32 32 32 32 32 32 64
64 64 64 64 64 64 64 64

(c) Find the one-dimensional sequence that results after zigzag scanning.

12.24. (a) What impact does the speed of a CD-ROM drive have on the applications it can
support?

(b) How does speed interact with total storage capacity?

12.25. A DS-3 digital transmission system has a bit rate of 45 Mbps and is the first level of
high-speed transmission available to users.
(a) How many PCM calls can be accommodated in one DS-3 line?
(b) How many MPEG-1 or MPEG-2 television channels can be similarly accommo-

dated?
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12.26. What minimum delay does the MPEG decoder have to introduce to decode B frames?
What impact does this factor have on the storage required at the receiver?

12.27. Suppose a video signal is to be broadcast over a network to a larger number of re-
ceivers and that the receivers have displays with resolutions of 720 × 480, 360 × 240,
and 180 × 120. Explain how the scalability options of MPEG coding may be used in this
multicasting application.

12.28. A video server system is designed to handle 100 simultaneous video streams. Explain
the tasks that need to be carried out in servicing one stream. What is the aggregate input /
output requirements of the system?
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EPILOGUE

Trends in Network Architectures

We have reached the end of our journey only to find that the story is not all told.
Networks are evolving at a rapid pace, and many changes are yet to come. We hope
we have succeeded at least partially in teaching the student the fundamentals that are
lasting and that provide the means to read the future in the present. We end with a brief
discussion of current trends in network architecture.

In Chapter 1 we noted how network architecture is fundamentally influenced by
the cost of bandwidth and the cost of processing, both of which have been steadily
declining. Let us examine the impact of these costs on network architecture.

The decrease in the cost of electronic processing has resulted in greater protocol pro-
cessing capability. Faster QoS-capable switches and routers result from hardware-based
packet classifiers, prefix matching, schedulers, and interconnection packet-forwarding
fabrics. Improved speed and capability in software-based functions also result from
lower cost and faster microprocessors. Notwithstanding these advances, the scalability
problems inherent in networking continue to pose a challenge with the tremendous rate
of growth in the Internet.

The cost of bandwidth in the form of optical transmission has also been steadily de-
creasing, but with the introduction of dense wavelength-division multiplexing (DWDM)
systems a major discontinuity will occur. A single fiber can now carry 160 wavelengths
at 10 Gbps/wavelength. When one considers that a duct can contain several hundred
optical fibers, it is clear that routes carrying petabits/second (1015 bps) will soon become
available. This abundant available bandwidth will eventually have a dramatic effect on
the architecture of the core network, surely in a way that addresses existing scalability
challenges.

DWDM with associated wavelength-selective cross-connects provide a circuit-
based capability for creating virtual networks that can be reconfigured to meet the
demand at any given point in time. This DWDM infrastructure provides network-
protocol flexibility in that the digital stream carried in each wavelength may be agnostic
to the bit rate and format of the actual stream. The overall network capacity will be

837



838 EPILOGUE Trends in Network Architectures

increased further with the availability of wavelength interchangers that can switch an
incoming wavelength into a different outgoing wavelength; this technology will allow
a greater degree of wavelength reuse.

Routers with terabit/second capacity are already under development to connect to
the optical pipes that will become available with DWDM. Router companies are al-
ready claiming designs that can handle links at speeds of 10 Gbps, and even 40 Gbps.
Efforts are also under way to standardize “light” framing procedures for encapsulat-
ing IP packets directly onto optical links. Researchers have been trying to develop
all-optical packet switching, however, these efforts have not been successful. Optical
processing and buffering capabilities continue to lag electronic counterparts in terms
of density, cost, power, and reliability. We predict that true all-optical packet switching
remains many years into the future.

Traffic from an array of access networks will be aggregated in community and
metropolitan networks and fed into the terabit routers and switches that connect to
the core network. Access networks will be quite diverse, ranging from conventional
telephone and LAN access to newer forms of access such as DSL and cable modem.
Despite the growth of IP traffic, telephone traffic remains a very significant source
of revenue and so the telephone network infrastructure is not about to disappear. A
new generation of SONET electronic multiplexing and switching equipment is being
deployed that provides the reliability and QoS required by voice services but that also
accommodates the requirements of data services. Consequently, the next generation of
multiservice networks will consist of a mix of optical, SONET, and Ethernet/IP gear.

An interesting and unexpected development in the industry has been the emer-
gence of generalized MPLS (GMPLS) as a means for controlling and managing multi-
service networks. GMPLS extends the signaling capabilities of MPLS to enable the
establishment of generalized paths across multiservice networks. These paths can be
label-switched packet paths, SONET connections, or optical wavelength paths (often
called light paths). The use of a common signaling framework for all connection types is
very powerful. GMPLS also extends the resource management capabilities of OSPF for
multiservice networks. Optical, SONET, and packet resources (switches, multiplexers,
links) can now be tracked, monitored, and provisioned automatically and in an inte-
grated manner. This approach promises to result in huge savings in the cost of operating
networks, a critical need for the telecom industry that is currently in dire straits.

In another direction, new research is aimed at reducing the capital and operating
cost of a network by collapsing network layering in a multiservice network into one
optical layer. The overall architecture is made up of a network core consisting of
wavelength-selective cross-connects and a network edge consisting of fast tunable
lasers and burst-mode receivers. Complex operations in the network core are removed
by emulating fast switching in the core through fast tuning of lasers at the edge. This
approach essentially takes advantage of wavelength division mutliplexing in the core
capable of supporting high bandwidth, and time interleaving at the edge capable of
multiplexing traffic of fine bandwidth granularities.

Various new types of wireless access networks are emerging: in-building LANs
using the 802.11 wireless standards have mushroomed, a new generation of cellular
networks capable of supporting voice and data is under deployment, various fixed
wireless access networking technologies have been proposed and are being tested, and
the possibility of all-IP wireless networks is becoming real.
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An intriguing possibility is the deployment of community fiber access networks as
an essential infrastructure, like the water supply. Such systems would enable very high-
speed, Ethernet-based access from the residence. Such deployment is currently only
within the reach of well-to-do communities and underscores the growing gap between
the haves and the have-nots.

The purpose of networks is to support applications, so it is not surprising that the
action will be at the edge of the network where the clients and the servers are located.
Applications are being deployed that include multimedia such as various forms of
video streaming; real-time services such as Internet telephony and associated mobility
services; and, of course, web-based services and various forms of electronic commerce.
We saw in Chapter 10 that the control of network-based services depends on a variety
of servers. Policy servers will be required to control the network as well as the services
provided over the network. In addition to name servers, location servers will be required
to enable communications with mobile users. We saw in Chapter 11 that security servers
will be required to manage keys and associated certificates. Bandwidth brokers will be
required to control access to QoS services as well as to manage bandwidth resources
within a domain. Access servers and firewalls will be needed to control access to private
networks and other important resources.

New generations of wireless networking technologies are pushing towards a con-
vergence of telephone networks and the Internet. A new generation of digital cellular
phones is introducing a variety of new communication services. Texting or short mes-
sage service has grown dramatically and is of particular interest because it combines
the message capabilities of cellular phones with the Internet. The 802.11 wireless LAN
is also promoting change in various fronts. 802.11 provides high speed Internet access
to wireless devices such as laptops and PDAs in public hot spots such as airport lounges
and restaurants. 802.11 when combined with DSL or cable modem access can poten-
tially completely alter how communication takes place in the home and small business.
A processor built into the DSL or cable modem can provide various server capabili-
ties and so coordinate communication between various devices, for example, cordless
phones, television, DVDs, MP3 players, game stations, PDAs, laptops, personal com-
puter, and various types of appliances.

Network security is becoming a preeminent issue in network evolution. The break-
ing of the 802.11 security scheme shows that security remains a key unaddressed issue
in wireless access. Recent successful attempts at disrupting the Internet through denial-
of-service attacks via various worms demonstrate that IP networks have not yet attained
the desired level of robustness and reliability as expected in public-switched telephone
networks. The selection of encryption schemes that assure users of some degree of pri-
vacy while allowing governments interception capability is a difficult balance to strike
in countries that value freedom of expression.

This discussion of network trends is not intended to be exhaustive. For example,
we have not touched upon the important issues of business competition, regulation,
and public policy. The recent surge and collapse in the telecom service and equipment
industry demonstrates once again that nontechnical issues ultimately determine the mix
of technology that is actually deployed. On the other hand, the Napster and peer-to-
peer networking phenomena also demonstrate how new technologies can undermine
entrenched business models, for example, the music and video business. It should be
evident to the student that much of the story of networks is yet to unfold.



A PPENDIX A

Delay and Loss Performance

A key feature of communication networks is the sharing of resources such as trans-
mission bandwidth, storage, and processing capacity. Because the demand for these
resources is unscheduled, the situation can arise where resources are not available
when a user places a request. This situation typically leads to a delay or loss in service.
In this appendix we develop some simple but fundamental models to quantify the delay
and loss performance. The appendix is organized as follows:

1. Little’s formula relates the average occupancy in the system to the average time
spent in the system. This formula is extremely powerful in obtaining average delay
performance of complex systems.

2. A basic queueing model for a multiplexer allows us to account for arrival rate,
message length, transmission capacity, buffer size, and performance measures such
as delay and loss.

3. The M/M/1 model provides a simple, basic multiplexer model that allows us to
explore trade-offs among the essential system parameters.

4. The M/G/1 model provides a more precise description of service times and message
lengths.

5. The Erlang B blocking formula quantifies blocking performance in loss systems.

A.1 DELAY ANALYSIS AND LITTLE’S FORMULA

Figure A.1 shows a basic model for a delay/loss system. Customers arrive to the sys-
tem according to some arrival pattern. These customers can be connection requests,
individual messages, packets, or cells. The system can be an individual transmission
line, a multiplexer, a switch, or even an entire network. The customer spends some
time T in the system. After this time the customer departs the system. It is possible
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FIGURE A.1 Network delay
analysis.

that under certain conditions the system is in a blocking state, for example, due to lack
of resources. Customers that arrive at the system when it is in this state are blocked or
lost. We are interested in the following performance measures:

• Time spent in the system: T.
• Number of customers in the system: N (t).
• Fraction of arriving customers that are lost or blocked: Pb.
• Average number of customers/second that pass through the system: throughput.

Customers generally arrive at the system in a random manner, and the time that
they spend in the system is also random. In this section we use elementary probability
to assess the preceding performance measures.

A.1.1 Arrival Rates and Traffic Load Definitions

We begin by introducing several key system variables and some of their averages. Let
A(t) be the number of arrivals at the system in the interval from time 0 to time t . Let
B(t) be the number of blocked customers and let D(t) be the number of customer
departures in the same interval. The number of customers in the system at time t is then
given by

N (t) = A(t) − D(t) − B(t) (A.1)

because the number that have entered the system up to time t is A(t)− B(t) and because
D(t) of these customers have departed by time t . Note that we are assuming that the
system was empty at t = 0. The long-term arrival rate at the system is given by

λ = lim
t→∞

A(t)

t
customers/second (A.2)

The throughput of the system is equal to the long-term departure rate, which is
given by

throughput = lim
t→∞

D(t)

t
customers/second (A.3)

The average number in the system is given by

E[N ] = lim
t→∞

1

t

t∫
0

N (t ′) dt ′ customers (A.4)
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FIGURE A.2 Arrivals at a system as a sample function.

The fraction of blocked customers is then

Pb = lim
t→∞

B(t)

A(t)
(A.5)

Figure A.2 shows a typical sample function A(t), the number of arrivals at the
system. We assume that we begin counting customers at time t = 0. The first customer
arrives at time τ1, and so A(t) goes from 0 to 1 at this time instant. The second arrival is
τ2 seconds later. Similarly the nth customer arrival is at time τ1 + τ2 + . . . + τn , where
τi is the time between the arrival of the i − 1 and the i th customer. The arrival rate
up to the time when the nth customer arrives is then given by n/(τ1 + τ2 + . . . + τn)

customers/second. Therefore, the long-term arrival rate is given by

λ = lim
n→∞

n

τ1 + τ2 + . . . + τn
= lim

n→∞
1

(τ1 + τ2 + . . . + τn)/n
= 1

E[τ ]
(A.6)

In Equation A.6 we assume that all of the interarrival times are statistically inde-
pendent and have the same probability distribution and that their average or expected
value is given by E[τ ]. Thus the average arrival rate is given by the reciprocal of the
average interarrival time.

A.1.2 Little’s Formula

Next we will develop Little’s formula, which relates the average time spent in the
system E[T ] to the arrival rate λ and the average number of customers in the system
E[N ] by the following formula:

E[N ] = λE[T ] (A.7)
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FIGURE A.3 Little’s formula.

We will assume, as shown in Figure A.3, that the system does not block any customers.
The number in the system N (t) varies according to A(t) − D(t).

Suppose we plot A(t) and D(t) in the same graph as shown in Figure A.4. A(t)
increases by 1 each time a customer arrives, and D(t) increases by 1 each time a
customer departs. The number of customers in the system N (t) is given by the difference
between A(t) and D(t). The number of departures can never be greater than the number
of arrivals, and so D(t) lags behind A(t) as shown in the figure. Assume that customers
are served in first-in, first-out (FIFO) fashion. Then the time T1 spent by the first
customer in the system is the time that elapses between the instant when A(t) goes
from 0 to 1 to the instant when D(t) goes from 0 to 1. Note that T1 is also the area
of the rectangle defined by these two time instants in the figure. A similar relationship
holds for all subsequent times T2, T3, . . . .

Consider a time instant t0 where D(t) has caught up with A(t); that is, N (t0) −
A(t0) − D(t0) = 0. Note that the area between A(t) and D(t) is given by the sum of
the times T0 spent in the system by the first A(t0) customers. The time average of the
number of customers in the system up to time t0 is then

1

t0

t0∫
0

N (t ′) dt ′ = 1

t0

A(t0)∑
j=1

Tj (A.8)

If we multiply and divide the preceding expression by A(t0), we obtain

1

t0

t0∫
0

N (t ′) dt ′ = A(t0)

t0


 1

A(t0)

A(t0)∑
j=1

Tj


 (A.9)
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FIGURE A.4 Arrivals and departures in a FIFO system.
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Equation A.9 states that, up to time t0, the average number of customers in the
system is given by the product of the average arrival rate A(t0)/t0 and the arithmetic
average of the times spent in the system by the first A(t0) customers. Little’s formula
as given by Equation A.7 then follows if we assume that

E[T ] = lim
A(t0)→∞


 1

A(t0)

A(t0)∑
j=1

Tj


 (A.10)

It can be shown that Little’s formula is valid even if customers are not served in order
of arrival [Bertsekas 1987].

Now consider a system in which customers can be blocked. The above derivation
then applies if we replace A(t) by A(t) − B(t), the actual number of customers who
enter the system. The actual arrival rate into a system with blocking is λ(1 − Pb), since
Pb is the fraction of arrivals that are blocked. It then follows that Little’s formula for a
system with blocking is

E[N ] = λ(1 − Pb)E[T ] (A.11)

In the preceding derivation we did not specify what constitutes a “system,” so
Little’s formula can be applied in many different situations. Thus we can apply Little’s
formula to an individual transmission line, to a multiplexer, to a switch, or even to a
network.

We now show the power of Little’s formula by finding the average delay that is
experienced by a packet in traversing a packet-switching network. Figure A.5 shows
an entire packet-switching network that consists of interconnected packet switches. We
assume that when a packet arrives at a packet switch the packet is routed instantaneously

…

…

…

…

FIGURE A.5 Packet-switching network delay.
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and placed in a multiplexer to await transmission on an outgoing line. Thus each packet
switch can be viewed as consisting of a set of multiplexers. We begin by applying
Little’s formula to the network as a whole. Let Nnet be the total number of packets in
the network, let Tnet be the time spent by the packet in the network, and let λnet be the
total packet arrival rate to the network, Little’s formula then states that

E[Nnet] = λnet E[Tnet] (A.12)

This formula implies that the average delay experienced by packets in traversing the
network is

E[Tnet] = E[Nnet]/λnet (A.13)

We can refine Equation A.13 by applying Little’s formula to each individual mul-
tiplexer. For the mth multiplexer Little’s formula gives

E[Nm] = λm E[Tm] (A.14)

where λm is the packet arrival rate at the multiplexer and E[Tm] is the average time
spent by a packet in the multiplexer. The total number of packets in the network Nnet

is equal to the sum of the packets in all the multiplexers:

E[Nnet] =
∑

m

E[Nm] =
∑

m

λm E[Tm] (A.15)

By combining the preceding three equations, we obtain an expression for the total
delay experienced by a packet in traversing the entire network:

E[Tnet] = E[Nnet]/λnet = 1

λnet

∑
m

λm E[Tm] (A.16)

Thus the average network delay depends on the overall arrival rates in the network,
the arrival rate to individual multiplexers, and the delay in each multiplexer. The arrival
rate at each multiplexer is determined by the routing algorithm. The delay in a multi-
plexer depends on the arrival rate and on the rate at which the associated transmission
line can transmit packets. Thus the preceding formula succinctly incorporates the effect
of routing as well as the effect of the capacities of the transmission lines in the net-
work. For this reason the preceding expression is used in the design and management
of packet-switching networks. To obtain E[Tm], it is necessary to analyze the delay
performance of each multiplexer. This is our next topic.

A.2 BASIC QUEUEING MODELS

The pioneering work by Erlang on the traffic engineering of telephone systems led to
the development of several fundamental models for the analysis of resource-sharing
systems. In a typical application customers demand resources at random times and
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FIGURE A.6 Queueing model.

use the resources for variable durations. When all the resources are in use, arriving
customers form a line or “queue” to wait for resources to become available. Queueing
theory deals with the analysis of these types of systems.

A.2.1 Arrival Processes

Figure A.6 shows the basic elements of a queueing system. Customers arrive at the
system with interarrival times τ1, τ2, . . . , τn . We will assume that the interarrival times
are independent random variables with the same distribution. The results for the arrival
process developed in Figure A.2 then hold. In particular, the arrival rate to the system
is given by

λ = 1

E[τ ]
customers/second (A.17)

Several special cases of arrival processes are of interest. We say that arrivals are
deterministic when the interarrival times are all equal to the same constant value. We
say that the arrival times are exponential if the interarrival times are exponential random
variables with mean E[τ ] = 1/λ:

P[τ > t] = e−t/E[τ ] = e−λt for t > 0 (A.18)

The case of exponential interarrival times is of particular interest because it leads
to tractable analytical results. It can be shown that when the interarrival times are
exponential, then the number of arrivals A(t) in an interval of length t is given by a
Poisson random variable with mean E[A(t)] = λt :

P[A(t) = k] = (λt)k

k!
e−λt for k = 0, 1, . . . (A.19)

For this reason, the case of exponential interarrival times is also called the Poisson
arrival process.

A.2.2 Service Times

Resources are denoted by “servers” because their function is to serve customer requests.
The time required to service a customer is called the service time and is denoted by X .
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In our discussion the server is typically a transmission line and the service time can
be the time required to transmit a message or the duration of a telephone call. The
maximum rate at which a server can process customers is attained when the server is
continuously busy. When this is the case, the average time between customer departures
is equal to the average service time. The processing capacity of a single server is given
by the maximum throughput or departure rate. From the discussion leading to the arrival
rate formula, clearly the processing capacity is given by

µ = 1

E[X ]
customers/second (A.20)

The processing capacity µ can be likened to the maximum flow that can be sustained
over a pipe. The number of servers c in a queueing system can be greater than one. The
total processing capacity of a queueing system is then given by cµ customers/second.

An ideal queueing system is one where customers arrive at equal intervals and in
which they require a constant service time. As long as the service time is less than the
interarrival time, each customer arrives at an available server and there is no waiting
time. In general, however, the interarrival time and the service times are random. The
combination of a long service time followed by a short interarrival time can then lead
to a situation in which the server is not available for an arriving customer. For this
reason, in many applications a queue is provided so that a customer can wait for an
available server, as shown in Figure A.6. When a server becomes available the next
customer to receive service is selected according to the service discipline. Possible
service disciplines are FIFO; last-in, first-out (LIFO); service according to priority
class; and random order of service. We usually assume FIFO service disciplines.

The maximum number of customers allowed in a queueing system is denoted by
K . Note that K includes both the customers in queue and those in service. We denote
the total number of customers in the system by N (t), the number in queue by Nq(t),
and the number in service by Ns(t). When the system is full, that is, N (t) = K , then
new customers arrivals are blocked or lost.

A.2.3 Queueing System Classification

Queueing systems are classified by a notation that specifies the following characteristics:

• Customer arrival pattern.
• Service time distribution.
• Number of servers.
• Maximum number in the system.

For example, in Figure A.7 the queueing system M/M/1/K corresponds to a queue-
ing system in which the interarrival times are exponentially distributed (M)1; the service
times are exponentially distributed (M); there is a single server (1); and at most K cus-
tomers are allowed in the system. The M/M/1/K model was used to illustrate the

1The notation M is used for the exponential distribution because it leads to a Markov process model.
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typical delay and loss performance of a data multiplexer in Chapter 5. If there is no
maximum limit in the number of customers allowed in the system, the parameter K is
left unspecified. Thus the M/M/1 system is identical to the above system except that it
has no maximum limit on the number of customers allowed in the system.

The M/G/1 is another example of a queueing system where the arrivals are expo-
nential, the service times have a general distribution, there is a single server, and there
is no limit on the customers allowed in the system. Similarly, the M/D/1 system has
constant, that is, deterministic, service times.

Figure A.8 shows the parameters that are used in analyzing a queueing system.
The total time that a customer spends in the system is denoted by T , which consists of
the time spent waiting in queue W plus the time spent in service X . When a system has
blocking, Pb denotes the fraction of customers that are blocked. Therefore, the actual
arrival rate into the system is given by λ(1 − Pb). This value is the arrival rate that
should be used when applying Little’s formula. Thus the average number in the system
and the average delay in the system are related by

E[N ] = λ(1 − Pb)E[T ] (A.21)

If we apply Little’s formula where the “system” is just the queue, then the average
number of customers in queue and the average waiting time are related by

E[Nq ] = λ(1 − Pb)E[W ] (A.22)

1

2

c

X
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…

�Pb

�
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Nq(t)
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T � W � X

N(t) � Nq(t) � Ns(t)

 N(t) � number in system
Nq(t) � number in queue
 Ns(t) � number in service

 T � total delay
W � waiting time
 X � service time

FIGURE A.8 Queueing system variables.
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Finally, if the system is defined as a set of servers, then the average number of
customers in service and the average service time are related by

E[Ns] = λ(1 − Pb)E[X ] (A.23)

The preceding three equations are very useful in relating average occupancy and
average delay performance. Typically it is relatively simple to obtain the averages
associated with occupancies, that is, N (t), Nq(t) and Ns(t).

Finally, we revisit some of the terms introduced earlier in the appendix. The traffic
load or offered load is the rate at which “work” arrives at the system:

a = λ customers/second × E[X ] seconds/customer
= λ/µ Erlangs (A.24)

The carried load is the average rate at which the system does work. It is given by
the product of the average service time per customer, E[X ], and the actual rate at which
customers enter the system, λ(1 − Pb). Thus we see that the carried load is given by
a(1 − Pb).

The utilization ρ is defined as the average fraction of servers that are in use:

ρ = E[Ns]

c
= λ

cµ
(1 − Pb) (A.25)

Note that when the system has a single server, then the utilization ρ is also equal to the
proportion of time that the server is in use.

A.3 M/M/1: A BASIC MULTIPLEXER MODEL

In this section we develop the M/M/1/K queueing system, shown in Figure A.9, as
a basic model for a multiplexer. The interarrival times τ in this system have mean
E[τ ] = 1/λ as an exponential distribution. Let A(t) be the number of arrivals in the
interval 0 to t ; then as indicated above A(t) has a Poisson distribution.

The average packet length is E[L] bits per packet, and the transmission line has a
speed of R bits/second. So the average packet transmission time is E[X ] = E[L]/R sec-
onds. This transmission line is modeled by a single server that can process packets at a
maximum rate of µ = R/E[L] packets/second. We assume that the packet transmission
time X has an exponential distribution:

P[X > t] = e−t/E[X ] = e−µt for t > 0 (A.26)

We also assume that the interarrival times and packet lengths are independent of
each other. We will first assume that at most K packets are allowed in the system. We
later consider the case were K is infinite.

K � 1 buffer

Exponential
service time
with rate �

Poisson
arrivals
rate �

FIGURE A.9 M/M/1/K queue.
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In terms of long-term flows, packets arrive at this system at a rate of λ packets/
second, and the maximum rate at which packets can depart is µ packets/second. If
λ > µ, then the system will necessarily lose packets because the system is incapable
of handling the arrival rate λ. If λ < µ, then on the average the system can handle the
rate λ, but it will occasionally delay and/or lose packets because of temporary surges
in arrivals or long consecutive service times. We will now develop a model that allows
us to quantify these effects.

Consider what events can happen in the next �t seconds. In terms of arrivals there
can be 0, 1, or >1 arrivals. Similarly there can be 0, 1, or >1 departures. It can be shown
that if the interarrival times are exponential, then

P[1 arrival in �t] = λ�t + o(�t) (A.27)

where o(�t) denotes terms that are negligible relative to �t , as �t → 0.2 Thus the
probability of a single arrival is proportional to λ. Similarly, it can also be shown that
probability of no arrivals in �t seconds is given by

P[0 arrival in �t] = 1 − λ�t + o(�t) (A.28)

The preceding two equations imply that only two events are possible as �t becomes
very small: one arrival or no arrival. Since the service times also have an exponential
distribution, it can be shown that a customer in service will depart in the next �t seconds
with probability

P[1 departure in �t] = µ�t + o(�t) (A.29)

and that the probability that the customer will continue its service after an additional
�t seconds is

P[0 departure in �t] = 1 − µ�t + o(�t) (A.30)

A.3.1 M/M/1 Steady State Probabilities and the Notion of Stability

We can determine the probability of changes in the number of customers in the system
by considering the various possible combinations of arrivals and departures:

P[0 arrival & 0 departure in �t] = {1 − µ�t + o(�t)}{1 − λ�t + o(�t)}
= 1 − (λ + µ)�t + o(�t) (A.31)

Equation A.31 gives the probability that the number in the system is still n > 0 after
�t seconds.

P[1 arrival & 0 departure in �t] = {λ�t + o(�t)}{1 − µ�t + o(�t)}
= λ�t + o(�t) (A.32)

2In particular, a function g(x) is o(x) if g(x)/x → 0 as x → 0; that is, g(x) goes to 0 faster than x does.
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FIGURE A.10 State transition diagram.

Equation A.32 gives the probability that the number in the system increases by 1 in �t
seconds.

P[no arrival & 1 departure in �t] = {1 − λ�t + o(�t)}{µ�t + o(�t)}
= µ�t + o(�t). (A.33)

Equation A.33 gives the probability that the number in a nonempty system decreases
by 1 in �t seconds. Note that the preceding equations imply that N (t) always changes
by single arrivals or single departures.

Figure A.10 shows the state transition diagram for N (t), the number in the system.
N (t) increases by 1 in the next �t seconds with probability λ�t and decreases by 1 in
the next �t seconds with probability µ�t . Note that every transition n to n + 1 cannot
recur until the reverse transition n + 1 to n occurs. Therefore, if the system is stable,
that is, if it does not grow steadily to infinity, then the long-term transition rate from n
to n + 1 must equal the long-term transition rate from n + 1 to n.

Let pn be the probability that n customers are in the system; then pn is also the
proportion of time that the system is in state n. Therefore, pnλ�t is the transition from
state n to state n + 1. Similarly, pn+1µ�t is the transition rate from n + 1 to n. This
discussion implies that the two transition rates must be equal. Therefore

pn+1µ�t = pnλ�t (A.34)

This implies that

pn+1 = (λ/µ)pn n = 0, 1, . . . , K (A.35)

Repeated applications of the preceding recursion imply that

pn+1 = (λ/µ)n+1 p0 = ρn p0 n = 0, 1, . . . , K (A.36)

To find p0, we use the fact that the probabilities must add up to 1:

1 = p0 + p1 + p2 + . . . + pK = p0{1 + ρ + ρ2 + ρ3 + . . . + ρK }

= p0
1 − ρK+1

1 − ρ
(A.37)

which implies that

p0 = 1 − ρ

1 − ρK+1
(A.38)
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Finally we obtain the probabilities for the number of customers in the system:

P[N (t) = n] = pn = (1 − ρ)ρn

1 − ρK+1
, for n = 0, 1, . . . , K (A.39)

The probability of blocking or loss in the M/M/1/K system is given by Ploss = pK ,
which is the proportion of time that the system is full.

Consider what happens to the state probabilities as the load ρ is varied. For ρ

less than 1, which corresponds to λ < µ, the probabilities decrease exponentially as n
increases; thus the number in the system tends to cluster around n = 0. In particular,
adding more buffers is beneficial when λ < µ, since the result is a reduction in loss
probability. When ρ = 1, the normalization condition implies that all the states are
equally probable; that is, pn = 1/(K + 1). Once ρ is greater than 1, the probabilities
actually increase with n and tend to cluster toward n = K ; that is, the system tends
to be full, as expected. Note that adding buffers when λ > µ is counterproductive,
since the system will fill up the additional buffers. This result illustrates a key point in
networking: The arrival rate should not be allowed to exceed the maximum capacity
of a system for extended periods of time. The role of congestion control procedures in
the network is to deal with this problem.

The average number of customers in the system E[N ] is given by

E[N ] =
K∑

n=0

npn =
K∑

n=0

n
(1 − ρ)ρn

1 − ρK+1
= ρ

1 − ρ
− (K + 1)ρK+1

1 − ρK+1
(A.40)

Equation A.40 is valid for ρ not equal to 1. When ρ = 1, E[N ] = K/2. By
applying Little’s formula, we obtain the average delay in an M/M/1/K system:

E[T ] = E[N ]

λ(1 − pK )
(A.41)

Now consider the M/M/1 system that has K = ∞. The state transition diagram for
this system is the same as in Figure A.10 except that the states can assume all nonzero
integer values. The probabilities are still related by

pn+1 = (λ/µ)n+1 p0 = ρn p0 n = 0, 1, . . . (A.42)

where ρ = λ/µ. The normalization condition is now

1 = p0 + p1 + p2 + . . . = p0{1 + ρ + ρ2 + ρ3 + . . .}
= p0

1

1 − ρ
(A.43)

Note that the preceding power series converges only if ρ < 1, which corresponds
to λ < µ. This result agrees with our intuition that an infinite-buffer system will be
stable only if the arrival rate is less than the maximum departure rate. If not, the number
in the system would grow without bound. We therefore find that the state probabilities
are now

P{N (t) = n} = pn = (1 − ρ)ρn n = 0, 1, . . . (ρ < 1) (A.44)
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The average number in the system and the average delay are then given by

E[N ] =
∞∑

n=0

n(1 − ρ)ρn = ρ

(1 − ρ)
(A.45)

E[T ] = E[N ]

λ
= 1/µ

(1 − ρ)
(A.46)

The average waiting time is obtained as follows:

E[W ] = E[T ] − E[X ] = (1/µ)ρ

(1 − ρ)
(A.47)

These three equations show that the average delay and the average waiting time
grow without bound as ρ approaches 1. Thus we see that when arrivals or service times
are random, perfect scheduling is not possible, so the system cannot be operated at
λ = µ.

A.3.2 Effect of Scale on Performance

The expressions for the M/M/1 system allow us to demonstrate the typical behavior of
queueing systems as they are increased in scale. Consider a set of m separate M/M/1
systems, as shown in Figure A.11. Each system has an arrival rate of λ customers/second
and a processing rate of µ customers/second. Now suppose that it is possible to combine
the customer streams into a single stream with arrival rate mλ customers/second. Also
suppose that the processing capacities are combined into a single processor with rate
mµ customers/second. The mean delay in the separate systems is given by

E[Tseparate] = 1/µ

(1 − ρ)
(A.48)

The combined system has an arrival rate λ′ = mλ and a processing rate µ′ = mµ;
therefore, its utilization is ρ ′ = λ′/µ′ = ρ. Therefore, the mean delay in the combined
system is

E[Tcombined] = 1/µ′

(1 − ρ)
= 1/mµ

(1 − ρ)
= 1

m
E[Tseparate] (A.49)

Thus we see that the combined system has a total delay of 1/m of the separate systems.
The improved performance of the combined system arises from improved global

usage of the processors. In the separate systems some of the queues may be empty

�

��m
separate
systems

�

�

�

…

m�m�
One

consolidated
system

versus

FIGURE A.11 Multiplexing gain and effect of scale.
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while others are not. Consequently, some processors can be idle, even though there is
work to be done in the system. In the combined system the processor will stay busy as
long as customers are waiting to be served.

A.3.3 Average Packet Delay in a Network

In Section A.1.2, we used Little’s formula to obtain an expression for the average delay
experienced by a packet traversing a network. As shown in Figure A.5, the packet-
switching network was modeled as many interconnected multiplexers. The average
delay experienced by a packet in traversing the network is

E[Tnet] = 1

λnet

∑
m

λm E[Tm] (A.50)

where E[Tm] is the average delay experienced in each multiplexer. To apply the results
from our M/M/1 analysis, we need to make several assumptions. The most important
assumption is that the service times that a packet experiences at different multiplexers
are independent of each other. In fact, this assumption is untrue, since the service time
is proportional to the packet length, and a packet has the same length as it traverses
the network. Nevertheless, it has been found that this independence assumption can be
used in larger networks.

If we model each multiplexer by an M/M/1 queue, we can then use the correspond-
ing expression for the average delay:

E[Tm] = (1/µ)(1 − ρm), where ρm = λm/µ (A.51)

where λm is the packet arrival rate at the mth multiplexer. The average packet delay in
the network is then

E[Tm] =
∑

m

1

λnet

(
ρm

1 − ρm

)
(A.52)

This simple expression was first derived by [Kleinrock 1964]. It can be used as the
basis for selecting the transmission speeds in a packet-switching network. It can also
be used to synthesize routing algorithms that distribute the flows of packets over the
network so as to keep the overall packet delay either minimum or within some range.

A.4 THE M/G/1 MODEL

The M/M/1 models derived in the previous sections are extremely useful in obtaining
a quick insight into the trade-offs between the basic queueing systems parameters.
The M/G/1 queueing model allows us to consider a more general class of resource-
sharing systems. In particular, the service time can have any distribution and is not
restricted to be exponential. The derivation of the M/G/1 results is beyond the scope
of our discussion; we simply present the results and apply them to certain multiplexer
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Infinite buffer � � 1��[X]

Poisson
arrivals
rate �

FIGURE A.12 M/G/1 queueing system has a
general service time distribution.

problems. The reader is referred to [Leon-Garcia 1994] for a more detailed discussion
of this model.

As shown in Figure A.12, the M/G/1 model assumes Poisson arrivals with rate λ,
service times X with a general distribution Fx(x) = P[X ≤ x] that has a mean E[X ]
and a variance VAR[X ], a single server, and unlimited buffer space.

The mean waiting time in an M/G/1 queueing system is given by

E[W ] = λE[X2]

2(1 − ρ)
(A.53)

Using the fact that E[X2] = VAR[X ] + E[X ]2, we obtain

E[W ] = λ(VAR[X ] + E[X ]2)

2(1 − ρ)
= ρ

(
1 + C2

X

)
2(1 − ρ)

E[X ] (A.54)

where the coefficient of variation of the service time is given by C2
X = VAR[X ]/E[X ]2.

The mean delay of the system is obtained by adding the mean service time to E[W ]:

E[T ] = E[W ] + E[X ] (A.55)

The mean number in the system E[N ] and the mean number in queue E[Nq ] can then
be found from Little’s formula.

A.4.1 Service Time Variability and Delay

The mean waiting time in an M/G/1 system increases with the coefficient of variation
of the service time. Figure A.13 shows the coefficient of variation for several service
time distributions. The exponential service time has a coefficient of variation of 1 and
serves as a basis for comparison. The constant service time has zero variance and hence
has a coefficient of variation of zero. Consequently, its mean waiting time is one-half
that of an M/M/1 system. The greater randomness in the service times of the M/M/1
system results in a larger average delay in the M/M/1 system.

Figure A.13 also shows two other types of service time distributions. The Erlang
distribution has a coefficient of variation between 0 and 1, and the hyperexponential

Interarrivals

CX
2

E[W ]�E[WM�M�1]

Constant

0

1�2

Erlang

�1

1�2�, �1

Exponential

1

1
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M�D�1 M�Er�1 M�M�1 M�H�1

�1
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FIGURE A.13 Comparison of mean waiting times in M/G/1 systems.
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distribution has a coefficient of variation greater than 1. These two distributions can be
used to model various degrees of randomness in the service time relative to the M/M/1
system.

In Chapter 6 we used the M/G/1 formula in assessing various types of schemes for
sharing broadcast channels.

A.4.2 Priority Queueing Systems

The M/G/1 model can be generalized to the case where customers can belong to one of
K priority classes. When a customer arrives at the system, the customer joins the queue
of its priority class. Each time a customer service is completed, the next customer to
be served is selected from the head of the line of the highest priority nonempty queue.
We assume that once a customer begins service, it cannot be preempted by subsequent
arrivals of higher-priority customers.

We will assume that the arrival at each priority class is Poisson with rate λk and
that the average service time of a class k customer is E[Xk], so the load offered by
class k is ρk = λk E[Xk].

It can be shown that if the total load is less than 1; that is

ρ = ρ1 + ρ2 + . . . + ρK < 1 (A.56)

then the average waiting time for a type k customer is given by

E[Wk] = λE[X2]

(1 − ρ1 − ρ2 − . . . − ρk−1)(1 − ρ1 − ρ2 − . . . − ρk)
(A.57)

where

E[X2] = λ1

λ
E

[
X2

1

] + λ2

λ
E

[
X2

2

] + . . . + λK

λ
E

[
X2

K

]
(A.58)

The mean delay is found by adding E[Xk] to the corresponding waiting time. The
interesting result in the preceding expression is in the terms in the denominator that
indicate at what load a given class saturates. For example, the highest priority class has
average waiting time

E[W1] = λE[X2]

(1 − ρ1)
(A.59)

so it saturates as ρ1 approaches 1. Thus the saturation point of class 1 is determined
only by its own load. On the other hand, the waiting time for class 2 is given by

E[W2] = λE[X2]

(1 − ρ1)(1 − ρ1 − ρ2)
(A.60)

The class 2 queue will saturate when ρ1 +ρ2 approaches 1. Thus the class 2 queue
saturation point is affected by the class 1 load. Similarly, the class k queue saturation
point depends on the sum of the loads of the classes of priority up to k. This result was
used in Chapter 7 in the discussion of priority queueing disciplines in packet schedulers.
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A.4.3 Vacation Models and Multiplexer Performance

The M/G/1 model with vacations arises in the following way. Consider an M/G/1 system
in which the server goes on vacation (becomes unavailable) whenever it empties the
queue. If upon returning from vacation, the server finds that the system is still empty,
the server takes another vacation, and so on until it finds customers in the system.
Suppose that vacation times are independent of each other and of the other variables
in the system. If we let V be the vacation time, then the average waiting time in this
system is

E[W ] = λE[X2]

2(1 − ρ)
+ E[V 2]

2E[V ]
(A.61)

The M/G/1 vacation model is very useful in evaluating the performance of various
multiplexing and medium access control systems. As a simple example consider an
ATM multiplexer in which cells arrive according to a Poisson process and where cell
transmission times are constrained to begin at integer multiples of the cell time. When
the multiplexer empties the cell queue, then we can imagine that the multiplexer goes
away on vacation for one cell time, just as modeled by the M/G/1 vacation model. If the
cell transmission time is the constant X , then a vacation time is also V = X . Therefore,
the average waiting time in this ATM multiplexer is

E[W ] = λX2

2(1 − ρ)
+ E[X2]

2E[X ]
= ρX

2(1 − ρ)
+ X

2
(A.62)

The first term is the average waiting time in an ordinary M/G/1 system. The second
term is the average time that elapses from the arrival instant of a random customer
arrival to the beginning of the next cell transmission time.

A.5 ERLANG B FORMULA: M/M/c/c System

In Figure A.14 we show the M/M/c/c queueing model that can be used to model a
system that handles trunk connection requests from many users. We assume trunk
requests with exponential interarrival times with rate λ requests/second. Each trunk is
viewed as a server, and the connection time is viewed as the service time X . Thus each
trunk or server has a service rate µ = 1/E[X ]. We assume that connection requests
are blocked if all the trunks are busy.

The state of the preceding system is given by N (t), the number of trunks in use.
Each new connection increases N (t) by 1, and each connection release decreases N (t)
by 1. The state of the system then takes on the values 0, 1, . . . , c. The probability of
a connection request in the next �t seconds is given by λ�t . The M/M/c/c queueing
model differs from the M/M/1 queueing model in terms of the departure rate. If N (t) =
n servers are busy, then each server will complete its service in the next �t seconds
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• Blocked calls are cleared from the system; no waiting allowed.
• Performance parameter: Pb � fraction of arrivals that are blocked.
• Pb � P[N(t) � c] � B(c, a) where a �  ���.
• B(c, a) is the Erlang B formula, which is valid for any service time
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FIGURE A.14 M/M/c/c and the Erlang B formula.

with probability µ�t . The probability that one of the connections completes its service
and that the other n − 1 continue their service in the next �t seconds is given by

n(µ�t)(1 − µ�t)n−1 ≈ nµ�t (A.63)

The probability that two connections will complete their service is proportional to
(µ�t)2, which is negligible relative to �t . Therefore, we find that the departure rate
when N (t) = n is nµ.

Figure A.15 shows the state transition diagram for the M/M/c/c system. Proceeding
as in the M/M/1/K analysis, we have

pn+1(n + 1)µ�t = pnλ�t (A.64)

This result implies that

pn+1 = λ

(n + 1)µ
pn n = 0, 1, . . . , c (A.65)

Repeated applications of the preceding recursion imply that

pn+1 = (λ/µ)n+1

(n + 1)!
p0 n = 0, 1, . . . , c (A.66)

��t

��t

2��t

��t
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��t
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FIGURE A.15 State transition diagram for M/M/c/c.
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Let the offered load be denoted by a = λ/µ. To find p0, we use the fact that the
probabilities must add up to 1:

1 = p0 + p1 + p2 + · · · + pc = p0

c∑
n=0

an

n!
(A.67)

Finally, we obtain the probabilities for the number of customers in the system:

P[N (t) = n] = pn =
an

n!
c∑

k=0

ak

k!

, for n = 0, 1, . . . , c (A.68)

The probability of blocking in the M/M/c/c system is given by Pb = pc, which is
the proportion of time that the system is full. This result leads to the Erlang B formula
B(c, a) that was used in Chapter 4.

Finally, we note that the Erlang B formula also applies to the M/G/c/c system; that
is, the service time distribution need not be exponential.

FURTHER READING

Bertsekas, D. and R. Gallager, Data Networks, Prentice-Hall, Englewood Cliffs, New Jersey,
1987.

Kleinrock, L., Communication Nets: Stochastic Message Flow and Delay, McGraw-Hill, New
York, 1964.

Leon-Garcia, A., Probability and Random Process for Electrical Engineering, Addison-Wesley,
Reading, Massachusetts, 1994.

See our website for additional references available through the internet.



A PPENDIX B

Network Management

All networks, whether large or small, benefit from some form of management. Network
management involves configuring, monitoring, and possibly reconfiguring components
in a network with the goal of providing optimal performance, minimal downtime, proper
security, accountability, and flexibility. This type of management is generally accom-
plished by using a network management system, which contains a software bundle
designed to improve the overall performance and reliability of a system. In a small
network, network management systems might be used to identify users who present
security hazards or to find misconfigured systems. In a large network, network manage-
ment systems might also be used to improve network performance and track resource
usage for the purpose of accounting or charging.

As different types of networks have evolved over the years, so have different ap-
proaches to network management. The most common computer network management
system currently implemented is the Simple Network Management Protocol (SNMP),
which was originally intended to be a short-term solution to the network management
issue. Alternatively, there is an OSI-based network management system called Com-
mon Management Information Protocol (CMIP). The OSI system was to be developed
as the long-term solution. However, the ease with which SNMP was first implemented,
as well as certain differences that emerged during the development of the OSI version,
resulted in a continued separate development of SNMP.

The components that make up a network often come from many different vendors,
and the operating systems that run the different systems in a network are often different.
It is therefore important that a network management system be based on standards so that
interoperability is also ensured. In this appendix we examine the concepts underlying
network management in general and then present the most common approach that
has been implemented for communication networks, namely, SNMP. Specifically we
address the following topics:

860

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


B.1 Network Management Overview 861

1. Network management overview. We present the functions that can be performed by
a network management system, and we describe the components that make up a
network management system.

2. SNMP. We discuss the standards behind the most common network management
protocol in use, the IETF-developed SNMP.

3. Structure of Management Information. We describe the Structure of Management
Information (SMI), which defines the rules for describing management information.

4. Management Information Base. We describe the collection of objects, called the
Management Information Base (MIB), that are managed by SNMP.

5. Remote Network Monitoring. We briefly discuss remote monitoring (RMON), which
offers extensive network diagnostic, planning, and performance information.

B.1 NETWORK MANAGEMENT OVERVIEW

Network management involves monitoring and controlling a networking system so
that it operates as intended. It also provides a means to configure the system while still
meeting or exceeding design specifications. Note that management may be performed
by a human, by an automated component, or both.

The functions performed by a network management system can be categorized into
the following five areas:

Fault management refers to the detection, isolation, and resolution of network
problems. Because a fault can cause part of a network to malfunction or even
cause the whole network to fail completely, fault management provides a means
for improving the reliability of the network. Examples include detecting a fault
in a transmission link or network component, reconfiguring the network during
the fault to maintain service level, and restoring the network when the fault is
repaired.

Configuration management refers to the process of initially configuring a network
and then adjusting it in response to changing network requirements. This function
is perhaps the most important area of network management because improper
configuration may cause the network to work suboptimally or to not work at all.
An example is the configuration of various parameters on a network interface.

Accounting management involves tracking the usage of network resources. For ex-
ample, one might monitor user load to determine how to better allocate resources.
Alternatively, one might examine the type of traffic or the level of traffic that
passes through a particular port. Accounting management also includes activities
such as password administration and charging.

Performance management involves monitoring network utilization, end-to-end
response time, and other performance measures at various points in a net-
work. The results of the monitoring can be used to improve the performance
of the network. Examples include tracking Ethernet utilization on all switched
interfaces and reconfiguring new switched interfaces if performance is deemed
to be below some specific level.
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Security management refers to the process of making the network secure. This
process, of course, involves managing the security services that pertain to access
control, authentication, confidentiality, integrity, and nonrepudiation. Security
is discussed in Chapter 11.

Although each specific network management architecture is based on different
premises, certain concepts are common to most approaches to network management. A
network contains a number of managed devices such as routers, bridges, switches, and
hosts. Network management essentially involves monitoring and/or altering the config-
uration of such devices. An agent is a part of a network management system that resides
in a managed device. The agent’s tasks are to provide management information about the
managed device and to accept instructions for configuring the device. It is also possible
for an agent to not reside in the managed device; such an agent is called a proxy agent.

A network management station provides a text or graphical view of the entire
network (or one of its components). This view is provided by way of a management
application or manager that resides on the station. The manager exchanges manage-
ment information with the agent by using a network management protocol. A manage-
ment station allows a human or automated process to reconfigure a network, react to
faults, observe performance, monitor security, and track usage—in short to implement
the various network management functions required for that network.

More than one network management station can exist in a network. One network
might have several stations, each of which provides a different view of the same portion
of the network. Alternatively, a network might have several stations, each responsible
for a different geographical portion of the network.

Figure B.1 shows a portion of a departmental network to illustrate how the network
management concepts might apply. As shown in the figure, each host contains an agent
that collects management information pertaining to the host. Similarly, the router also
contains its own agent. The manager in the management station can poll a particular
agent to obtain specific management information, which for example, can be the number
of packet losses in the router. The management station can also alter some values in a
managed device.

Note that a network management system may operate in a centralized or distributed
manner or include both types of computing. In a centralized system one computer

Router
To the 
Internet

Network
management
stationAgentA

A A

HostHost

Network management
protocol

FIGURE B.1 A managed
network.

 

  

 
 

 

 

Telegram Channel: @konkurcomputer [www.konkurcomputer.ir]

https://t.me/joinchat/AAAAADvhn2dSsqXOsEV3rQ
https://www.konkurcomputer.ir/


B.2 Simple Network Management Protocol 863

system runs most of the applications required for network management. Similarly one
database is located on the central machine. A distributed system may have several peer
network management systems running simultaneously with each system managing a
specific part of the network. The systems may be distributed geographically. Finally,
a hierarchical network management system can have a centralized system at the root,
with distributed peer systems running as children of the root.

B.2 SIMPLE NETWORK MANAGEMENT
PROTOCOL (SNMP)

In the early days of the Internet, the Internet Activities Board recognized the need for a
management framework by which to manage TCP/IP implementations. The framework
consists of three components:

1. A conceptual framework that defines the rules for describing management informa-
tion, known as the Structure of Management Information (SMI).

2. A virtual database containing information about the managed device known as the
Management Information Base (MIB).

3. A protocol for communication between a manager and an agent of a managed device,
known as Simple Network Management Protocol (SNMP).

Essentially, the data that is handled by SNMP must follow the rules for objects
in the MIB, which in turn are defined according to the SMI. These components are
discussed separately below.

SNMP is an application layer protocol that is used to read and write variables in
an agent’s MIB. The most current version is SNMPv3. For convenience here SNMP
refers to all versions of SNMP unless otherwise indicated.

SNMP is based on an asynchronous request-response protocol enhanced with trap-
directed polling. The qualifier asynchronous refers to the fact that the protocol need
not wait for a response before sending other messages. Trap-directed polling refers to
the fact that a manager polls in response to a trap message being sent by an agent,
which occurs when there is an exception or after some measure has reached a cer-
tain threshold value. SNMP operates in a connectionless manner with UDP being the
preferred transport mode. An SNMP manager sends messages to an agent via UDP
destination port 161, while an agent sends trap messages to a manager via UDP des-
tination port 162. The connectionless mode was chosen partly to simplify SNMP’s
implementation and because connectionless is usually the preferred mode by manage-
ment applications that need to talk to many agents.

The messages (PDUs) exchanged via SNMP consist of a header and a data part.
The header contains a version field, a community name field, and a PDU type field.
The community name transmits a cleartext password between a manager and an agent,
so this field can serve as a limited form of authentication.

SNMP provides three ways to access management information.

1. Request/response interaction in which a manager sends a request to an agent and
the agent responds to the request. The request is usually to retrieve or modify
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TABLE B.1 Request/Response interactions by role.

Role Generate Receive

Agent Response-PDU, Trap-PDU GetRequest-PDU, GetNextRequest-PDU,
GetBulkRequest-PDU, SetRequest-PDU,
InformRequest-PDU

Manager GetRequest-PDU, Response-PDU, Trap-PDU
GetNextRequest-PDU
GetBulkRequest-PDU,
SetRequest-PDU,
InformRequest-PDU

management information associated with the network device in question. Specific
information is requested by a manager, using one of the following requests:
• GetRequest-PDU for requesting information on specific variables.
• GetNextRequest-PDU for requesting the next set of information (usually from a

management information table).
• GetBulkRequest-PDU for requesting bulk information retrieval. This request was

introduced in SNMPv2 to allow the retrieval of as much information as possible
in a packet.

• SetRequest-PDU for creating or modifying management information.
The agent must always reply using a Response-PDU.

2. Request/response interaction in which a manager sends a request to another manager
and the latter responds to the request. The request is usually to notify a manager of
management information associated with the manager, using InformRequest-PDU.

3. Unconfirmed interaction in which an agent sends an unsolicited Trap-PDU to a
manager. This request is usually to notify the manager of an exceptional situation
that has resulted in changes to the management information associated with the
network device.

Table B.1 shows another way of looking at the manager/agent roles and the func-
tions they can perform.

A typical interaction between a manager and agent would proceed as follows. The
manager issues some form of get request that contains a unique request-id to match
the response with the request, a zero-valued error status/error index, and one or more
variable bindings. The agent issues a response containing the same request-id, a zero-
valued error status if there is no error, and the same variable bindings. Figure B.2 shows
a typical interaction for an information request.

Manager

Agent

GetRequest-PDU Response-PDU

t

t

FIGURE B.2 Typical
request/response interaction.
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If an exception occurs for one or more of the variables, then the particular error
status for each relevant variable is returned as well. For example, if the agent does not im-
plement a particular variable, then the noSuchName error status is returned. Other error
status values are tooBig, indicating that the response is too large to send; badValue,
indicating that the set operation specified an invalid value or syntax; readOnly, indi-
cating that a manager attempted to write a read-only variable; and genErr for some
other errors.

Version 3 of SNMP was formally documented in early 1998 [RFC 2271]. It presents
a more complex framework for message exchange, the complexity being required
both for extensibility and for security reasons. The security system contains a user-
based security model, as well as other security models that may be implemented.
This model is intended to protect against the unauthorized modification of information
of SNMP messages in transit, masquerading, eavesdropping, or deliberate tampering
with the message stream (that is, a deliberate reordering, delay, or replay of mes-
sages). It does not protect against denial of service or unauthorized traffic analysis.
The model uses the MD5 encryption scheme for verifying user keys, a SHA message
digest algorithm (HMAC-SHA-96) to verify message integrity and to verify the user
on whose behalf the message was generated, and a CBC-DES symmetric encryption
protocol for privacy. See [RFC 2274] for further information on the user-based security
model.

B.3 STRUCTURE OF MANAGEMENT INFORMATION

The Structure of Management Information (SMI) defines the rules for describing
managed objects. In the SNMP framework managed objects reside in a virtual database
called the Management Information Base (MIB). Collections of related objects are
defined in MIB modules. The modules are written using a subset of Abstract Syntax
Notation One (ASN.1), which describes the data structures in a machine-dependent
language. SNMP uses the Basic Encoding Rule (BER) to transmit the data structures
across the network unambiguously.

Several data types are allowed in SMI. The primitive data types consist of INTEGER,
OCTET STRING, NULL, and OBJECT IDENTIFIER. Additional user-defined data types
are application specific. Primitive data types are written in uppercase, while user-defined
data types start with an uppercase letter but contain at least one character other than an
uppercase letter. Table B.2 lists some of the data types permitted in SMI.

An OBJECT IDENTIFIER is represented as a sequence of nonnegative integers
where each integer corresponds to a particular node in the tree. This data type provides
a means for identifying a managed object and relating its place in the object hierarchy.
Figure B.3 shows the object identifier tree as it has been defined for various internet
objects. A label is a pairing of a text description with an integer for a particular node,
also called a subidentifier. The root node is unlabeled. Similarly, the integers that make
up an object identifier are separated by periods (.). For example, as shown by the tree,
the object identifiers for all internet objects start with 1.3.6.1.
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TABLE B.2 SMI data types.

Data type Description

INTEGER A 32-bit integer
OCTET STRING A string of zero or more bytes with each byte having a value between

0 to 255
Display STRING A string of zero or more bytes with each byte being a character from the

NVT ASCII set
NULL A variable with no value
OBJECT IDENTIFIER An authoritatively defined data type described below
IpAddress A 32-bit Internet address represented as an octet string of length 4
Counter A nonnegative integer that increases from 0 to 232 −1 and then wraps back

to 0
Gauge A nonnegative integer that can increase or decrease, but which latches at

a maximum value
TimeTicks A nonnegative integer that counts the time in hundredths of a second since

some epoch
Opaque An opaquely encoded data string

The internet (1) subtree itself has six subtrees:

• The directory (1) subtree is reserved for future use describing how OSI directory may
be used in the Internet.

• The mgmt (2) subtree is used to identify “standard” objects that are registered by the
Internet Assigned Numbers Authority (IANA).

• The experimental (3) subtree is for objects being used experimentally by working
groups of the IETF. If the object becomes a standard, then it must move to the mgmt
(2) subtree.

• The private (4) subtree is for objects defined by a single party, usually a vendor. It has
a subtree enterprise (1), which allows companies to register their network objects.

ccitt (0) joint-iso-ccitt (2)iso (1)

org (3)

dod (6)

internet (1)

snmpv2 (6)security (5)private (4)experimental (3)mgmt (2)directory (1)

FIGURE B.3 Object identifier tree for internet (1) objects.
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mgmt (2)

system (1) interfaces (2) at (3) ip (4) icmp (5) tcp (6) udp (7) egp (8) transmission (9) snmp (11) rmon (16)

mib-2 (1)

FIGURE B.4 Standard system objects of mib-2 (1) subtree.

• The security (5) subtree is for objects related to security.
• The snmpv2 (6) subtree is reserved for housekeeping purposes for SNMPv2. This

subtree includes object information for transport domains, transport proxies, and
module identities.

At the time of writing, the mgmt (2) subtree has only one subtree, mib-2 (1), defined.
Figure B.4 shows the subtrees for mib-2. For example, according to the tree any object
definition regarding an IP module would contain the object identifier 1.3.6.1.2.1.4.

Object definitions are generally packaged into information modules. Three types
of information modules are defined using the SMI:

• MIB modules, which serve to group definitions of interrelated objects.
• Compliance statements for MIB modules. These define a set of requirements that

managed nodes must meet with respect to one or more MIB modules.
• Capability statements for agent implementations. These specify the degree to which

a managed node is able to implement objects that are defined in a MIB module.
Capability statements are often provided by vendors with regard to a particular product
and how well it can implement particular MIB modules.

The names of all standard information modules must be unique. Information mod-
ules that are developed for a particular company, known as enterprise information
modules, must have names that are unlikely to match a standard name.

B.4 MANAGEMENT INFORMATION BASE

The Management Information Base (MIB) is a virtual database used to define the
functional and operational aspects of network devices. The database should contain an
object for each functional aspect of a device that needs to be managed. These objects
are usually grouped into different information modules. The information provided by
the MIB represents the common view and structure of management capabilities that
are shared between the management station and device’s agent.

Each definition of a particular object contains the following information about
the object: its name, the data type, a human-readable description, the type of access
(read/write), and an object identifier. For example, the ip (4) subtree in Figure B.2 refers
to an ip group that contains a number of object definitions pertaining to common ip
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objects. One such object is:

ipInHdrErrors OBJECT-TYPE
SYNTAX Counter
ACCESS read-only
STATUS mandatory
DESCRIPTION

"The number of input datagrams discarded due to
errors in their IP headers, including bad
checksums, version number mismatch, other format
errors, time-to-live exceeded, errors discovered in
processing their IP options, etc."

::={ip4}

We see that a manager can use this managed information to obtain statistics of the
number of IP packets that are discarded because of various errors. Many more objects
have been defined in the mib-2 subtree (See RFC 1213 and its recent updates).

B.5 REMOTE NETWORK MONITORING

An additional set of modules, known as Remote Network Monitoring (RMON), was
developed in 1995. These are considered to be not only an extension of the mib-2 but also
an improvement. In SNMP, managed information that is to be used to monitor a device
must be collected by polling. Even if trap-based polling is used, a certain amount of
overhead is associated with obtaining the information. RMON uses a technique called
remote management to obtain monitoring data. In this approach a network monitor
(often called a probe) collects the data from the device. The probe may stand alone or
be embedded within the managed device. Management applications communicate with
an RMON agent in the probe by using SNMP; they do not communicate directly with
the device itself. This separation from the device makes it easier to share information
among multiple management stations. Furthermore, if the management application
loses its connection to the RMON agent, the application can usually retrieve the data
later, as the RMON agent will continue collecting data (assuming it is able to) even
in the absence of a connection to the management application. Because a probe has
considerable resources, it can also store various historical statistical information that can
later be played back by the network management station. Several switch manufacturers
incorporate RMON software in their switches so as to facilitate network management
of distributed LANs.

RMON also provides for a higher level of standardization of the information col-
lected. The data collected by mib-2, while standard, is relatively raw and is generally
in the form of counters. RMON turns the raw data into a form more suitable for man-
agement purposes.

RMON is included as a subtree of mib-2 (rmon (16)), as shown in Figure B.4. Its
objects are divided into 10 subtrees based on their function. RMON focuses on network
management at layer 2 (data link). An extension of RMON, RMON-2, was proposed to
provide network management layer 3 (network) and higher but especially for network
layer traffic.
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Symbols and Numbers

:: (double-colon notation), 596
1% speech loss requirement, 350
1:1 (“one for one”) APS arrangement, 224, 225
1-Persistent CSMA, 382, 383–384
1-persistent mode, 427–428
1s complement arithmetic, 172
3G services. See third-generation cellular systems
4 x 4 time-space-time switch, 241–242
10 Gigabit Ethernet, 162, 436–437
10Base2 standard, 156, 432
10Base5 standard, 432
10BASE-FP Ethernet physical layer

standard, 161
10BASE-T Ethernet LAN, 151
10BaseT standard, 432–434
10GBaseEW standard, 437
10GBaseLR standard, 437
10GBaseLX4 standard, 437
10GBaseSR standard, 437
11-chip Barker sequence, 462
32-bit format, converting, 69
56 kbps modem, 135
64B66B code, 436
100 Mbps IEEE 802.3 standards, 434–435
100Base-FX standard, 161, 434
100BASE-T Ethernet LAN, 152
100Base-T4 standard, 152, 434
100Base-TX standard, 152, 434
250 message, 42
411 protocol, 10–11
802.11 key in WEP, 789
802.11 MAC, 451, 454
1000BASE standards, 161, 436

A

AAL (ATM adaptation layer), 662–663, 674–688
abbreviated headers, 508
ABM (asynchronous balanced mode), 335,

339–340
ABR ATM service category, 671, 672, 673
ABRs (area border routers), 624
absolute URL, 83
Abstract Syntax Notation One (ASN.1), 865
AC (access control) field, 442
ac components in JPEG, 821
accept system call, 67
Accept-language header in HTTP, 83

access multiplexer, 496
access network, 496
access point (AP), 449
accounting management, 861
ACK bit in a TCP segment, 606
ACK timer in Go-Back-N ARQ, 306
acknowledged service, 334, 425
acknowledgment function, 604
acknowledgment number field, 606
ACKs, 293
ACR (available cell rate) parameter

of GCAC, 696, 697
active close, 616
active monitor station, 443
active open, 64, 610
ad hoc LAN, 447
ad hoc network, 449
adaptive clock recovery, 318–319
adaptive data compression codes, 810–812
Adaptive DPCM (ADPCM), 105, 816
adaptive lossless data compression codes, 810
adaptive quantizers, 812–813
adaptive routing. See dynamic routing
ADD PARTY messages, 692
add-drop capability of SONET multiplexers, 218
add-drop multiplexers. See SONET, ADMs
additive error channel, 182–183
additive error model, 178, 179
address allocations, organized by types

in IPv6, 596
address assignments, hierarchical versus

flat, 518–520
address changes in bridges, 471–472
address classes in the IP address structure, 579–580
address family, 65
address field in IPv6, 592
address fields in the 802.11 MAC

header, 451, 452
address resolution, 498, 575, 585–587, 724
addresses

in the ARPANET, 16
provided by frame headers, 13
in a telegraph network, 3, 5

addressing in ATM, 688
addressing structure of a LAN, 18
adjacencies, establishing, 625, 626–628
adjacent neighbor routers, 624
admission control, 550–551, 706, 709
ADMs. See SONET, ADMs
ADPCM (Adaptive DPCM), 105, 816
ADSL (asymmetric digital subscriber

line), 114, 150–151
Adspec in an RSVP Path message, 710
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ADSPEC object in RSVP, 716
Advanced Encryption Standard (AES), 792–793
Advanced Mobile Phone Service

(AMPS), 265–266
advanced networking architectures, 705–755
Advanced Research Projects Agency (ARPA), 10
Advanced Television Systems Committee

standard, 106
advertised window, 323, 604, 614, 617
AES (Advanced Encryption Standard), 792–793
AESAs (ATM end system addresses), 688–689
AF (Assured Forwarding) PHB, 719–720
AFI (authority and format identifier), 689
agent of a network management system, 862
Aggregate Route-Based IP Switching (ARIS), 728
aggregate throughput, 470
AGGREGATOR attribute, 640
AH (authentication header), 775–776, 780, 781
Alert protocol, 783
aliasing error, 205
all-hosts multicast address, 644
all-optical packet switching, 838
all-routes broadcast frame, 475–476
ALOHA random access scheme, 378–380, 386,

389–390
alphabet, probabilities for letters in, 831
alternate routing, 696
alternative routing, 260
American Registry for Internet Numbers

(ARIN), 579, 620
amplitude shift keying (ASK), 139
amplitude-response function, 111, 124, 125
AMPS (Advanced Mobile Phone

Service), 265–266
analog cellular phones, 164
analog multiplexer, 209
analog repeaters, 107–108, 109
analog signals, 104, 115

bandwidth of, 115–118
compression of, 812–819
digital representation of, 114–124
digitizing, 104
sampling, 118–119

analog television, 153
analog transmission, 5, 107–110, 124
analog voice signals, 7
answer/bid ratio, 262
anycast addresses in IPv6, 595
AP (access point) for a BSS, 449
API (Application Programming Interface), 62
APNIC (Asia Pacific Network Information

Center), 620
application data blocks, 674
application layer

of the OSI reference model, 44, 47, 48
protocols, 77
of TCP/IP, 52–53

Application Programming Interface, 62
application-level gateways, 497, 774

applications
ARPANET, 16, 17
building on top of basic network service, 22
communicating via TCP, 70
requirements of various types of, 686
requiring secure communication

services, 773–775
supported by AALs, 686

approximation values, 120
APS schemes, 223–224, 225
arbitrary number of bits, 326–327
architecture, 34. See also network architecture

of ARPANET, 16
of ATM networks, 23–24
of a LAN, 18
layered, 35
of TCP/IP, 20, 573–575
of a telegraph network, 4
of the telephone network, 9
of terminal-oriented networks, 14

area border routers. See ABRs
area code, 7
areas in OSPF, 623–624
ARIN (American Registry for Internet

Numbers), 579, 620
ARIS (Aggregate Route-Based IP Switching), 728
ARP (Address Resolution Protocol), 586–587
ARPANET, 10, 15–17
ARQ (automatic repeat request) protocols, 291,

292, 352
basic elements of, 292–293
derivation of efficiency of, 365–367
efficiency performance of, 314
robustness and adaptivity of, 315

ARQ (automatic retransmission request), 167
arrival rates, 256, 342, 841, 846
AS PATH attribute, 638
ASBR (autonomous system boundary router), 624
ASCII, 3, 4, 78
Asia Pacific Network Information Center

(APNIC), 620
ASK (amplitude shift keying), 139
ASN (AS number), 620
ASN.1 (Abstract Syntax Notation One), 865
ASs (autonomous systems), 620
associated host part of an IP address, 575
association with an AP, 450
Assured Forwarding PHB, 719–720
assured mode of SSCOP, 685
asymmetric cryptography. See public

key cryptography
asymmetric digital subscriber line (ADSL), 114,

150–151
asynchronous balanced mode (ABM), 335, 339–340
asynchronous data transmission, 201–203, 325
asynchronous links, 330
“asynchronous” multiplexing systems, 222
asynchronous request-response protocol, 863
asynchronous traffic, 445, 446
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ATM (asynchronous transfer mode)
addressing, 688
cell header format, 666–667
combining advantages of TDM and packet

multiplexing, 535
long-term future of, 697
service categories, 671–673
short fixed-length packets used for, 536–537
signaling, 688–694

ATM adaptation layers. See AAL
ATM cell delineation, 325
ATM cross-connect, 537
ATM end system addresses (AESAs), 688–689
ATM Forum, 552
ATM layer of the user plane, 663–674
ATM multiplexer, 535–536
ATM networks, 510, 534–539

advantages, 661–662
architecture, 23–24
connection setup, 536
EFCI bit of the cell header, 559
error control for signaling messages, 313

ATM payload types, 667
ATM SDUs, 679–680
ATM switching, 725–726
ATOMIC AGGREGATE attribute, 639–640
ATSC standard, 106
attenuation

compensating for, 107
versus frequency for twisted pair, 149–150
optical fiber, 157–159
for radio systems, 162
of a signal, 125
versus wavelength, 157
for wired media, 148
for wireless media, 148

audio codecs, 752–753
audio signals, 122–123, 819
authentication, 767, 769, 775–777
authentication center, 266
authentication header, 775–776, 780
authentication protocols in PPP, 332
authentication requirement, 765
authentication service, 450, 771–772
authoritative name servers, 40
authority and format identifier (AFI), 689
automatic protection switching schemes, 225
automatic repeat request protocols.

See ARQ protocols
automatic retransmission request (ARQ), 167
autonomous system boundary router

(ASBR), 624
Autonomous System structure, 630
autonomous systems, 499
available bit rate service category. See ABR ATM

service category
available cell rate (ACR) parameter, 696–697
average delay, 852
average number of customers, 852

average packet delay, 343–344, 346, 854
average waiting time, 853

B

backbone
area in OSPF, 623, 624
of networks, 161
router, 624

backoff algorithm, 378–379, 428
backoff period for the ALOHA system, 379
backpressure signal in a banyan switch, 514
back-to-back demultiplexer-multiplexer pairs, 222
balanced point-to-point link configuration, 335
band-pass channels, 126, 138, 139
bandwidth

of analog signals, 115–118
of a channel, 111–112, 125–126
of optical fiber, 159
of a signal, 104

bandwidth broker, 721–722
bandwidth efficiency, 613
bandwidth-efficient transfer, 678
banyan switch, 513–514
Barker sequence, 462
base station, 264–265
base station controller (BSC), 267, 268
base station subsystem (BSS), 267
base transceiver station (BTS), 267
baseband transmission, 130
Basic Encoding Rule (BER), 865
basic header of IPv6, 593–594, 595
basic rate interface (BRI), 248, 249
basic service area (BSA), 449
basic service set (BSS), 449
BAsize field in AAL3/4, 682
baud rate, 112
Baudot multiplexing system, 3
BCH codes, 189
beacon frame, 458
Bellman-Ford algorithm, 523–529
BER (Basic Encoding Rule), 865
Berkeley sockets, 62, 610
best-effort connectionless packet transfer, 54
best-effort service, 19, 62, 285
B-frames (bidirectional) in MPEG, 827
BGP (Border Gateway Protocol), 631–640
B-ICI (broadband intercarrier interface) in ATM, 664
bidirectional line switched ring (BLSR), 227
bidirectional links in Go-Back-N ARQ, 305–307
bidirectional split-band amplifiers, 154
big endian format, 66
binary digital transmission, 107, 108
binary information sequence, 130, 135
binary linear code, 180
binary phase modulation, 140–141
binary phase-shift keying (BPSK) modulation, 462
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binary sources, run-length coding for, 806
Binary Synchronous Communications protocol, 297
bind system call, 65–66
binding cache of the CH, 649
bipolar encoding method, 136, 137
bipolar line codes, 137
birthday problem, 797
BISDN, 249, 661, 662
Bisync protocol, 297
bit error rate, 130, 166

effect on Go-Back-N ARQ, 308–309
effect on Selective Repeat ARQ, 313
effect on Stop-and-Wait ARQ, 300

bit rates, 100, 111, 113–114, 133, 410
bit slip in a time-division multiplexer, 211
bit stuffing in HDLC, 327
bit synchronization accuracy, 325
bits, 44
block orientation of UDP, 73
blocked connection request, 256
blocked customers, 842
blocking, 51, 258, 859
blocking state, 303–304, 310, 311, 472
block-oriented information, 100, 101–103
BLSR (bidirectional line switched ring), 227
Bluetooth standards, 465
BOOTP (Bootstrap Protocol), 646
Border Gateway Protocol. See BGP
border router, 498
bounds on cycle times, 392
BRI (basic rate interface), 248, 249
bridged LAN, 466, 467
bridges, 465, 466

detecting the failure of, 474
learning the location of stations, 468–472
mixed-media, 477
operating at the MAC layer, 467
source routing, 467, 474–476
transparent, 467, 468–472
types of, 467
updating address changes, 471–472

broadband intercarrier interface (B-ICI), 664
broadband ISDN. See BISDN
broadcast addresses, 430
broadcast frames, routing, 476
broadcast networks, 368
broadcast storm, 472
broadcast television, 105–106
broadcasting to all machines in a LAN, 17
browsing the World Wide Web, 36–38
BSA (basic service area), 449
BSC (base station controller), 267, 268
BSS (base station subsystem), 267
BSS (basic service set), 449
BSS identifier (BSS ID), 452
BTS (base transceiver station), 267
buffer management techniques, 548
buffer size, making arbitrarily large, 344–345
buffering for packet speech multiplexers, 351

bundled link, 740
burst errors, detecting, 179–180
bursts of errors, 170–171, 189–190
bursty speech, multiplexing of, 348–349
bursty traffic, 12, 340, 399, 416–418, 535
bus topology, 17–18
bus-type interconnection structure, 512
busy hours for a telephone system, 257
byte stuffing, 326, 327, 328

C

CA (certification authority), 771
cable modem, 114, 154–156
cable modem termination system (CMTS), 156
cable telephony, 154
cable TV systems, 153–154, 155
CAC (connection admission control), 550, 673
caching of web information, 85
call, setting up using H.323, 753, 754
call agents, 754
call attempts, success ratio of, 262
call management sublayer, 267, 268
CALL PROCEEDING message, 691, 692
call reference in a signaling message, 690
call setup procedure, 244
campus network, 497, 498
Canonical name (CNAME), 745
care-of address, 648
carried load of a queueing system, 849
carrier sensing multiple access MAC schemes.

See CSMA
Category 3 UTP, 151
Category 5 UTP, 151
CBC (cipher block chaining), 791
CBR ATM service category, 671, 672
CBR connections, QoS guarantees, 672
CCITT, digital hierarchy developed by, 211
CCITT Group 3 facsimile standard, 101, 102
CCITT polynomials, 177–178
CCK (complementary code keying), 464
CDMA (code-division multiple access), 265,

401–404, 414, 416–418
CDPD (Cellular Digital Packet Data), 387
CDV (cell delay variation) parameter, 670
CDVT (cell delay variation tolerance)

parameter, 671
cell error ratio (CER) parameter, 668
cell header format in ATM, 666–667
cell loss priority, 667
cell loss ratio (CLR) parameter, 669
cell misinsertion rate (CMR) parameter, 668
cell rate margin (CRM) parameter, 697
Cell Switch Router (CSR), 727
cell transfer delay (CTD) parameter, 669–670
cell-delay variation in video applications, 688
cells (geographic), 264
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cells in ATM, 510, 535, 661, 674
cellular communications, 164
Cellular Digital Packet Data (CDPD), 387
cellular radio communications, 264
cellular radio telephony, 28
cellular telephone service, 9, 263–269, 371
central controller, polling by, 390–391
central office of the destination telephone, 243
centralized approach to medium sharing, 372–373
centralized network management system, 862–863
centralized routing, 516
CEPT-1, 211
CER (cell error ratio) parameter, 668
certificate revocation list (CRL), 772
certification authority (CA), 771
CF-aware stations, 458
CFP (contention-free period), 454
CFP Max Duration parameter, 458
CFP Rate, 458
CH (correspondent host), 648, 649
challenge, 767
Change Cipher protocol, 785
Change Cipher Spec protocol, 783
ChangeCipherSpec message, 784, 785
channel capacity. See Shannon channel capacity
channel identifier (CID), 679
channel signal recovery, 406
channel signaling in the telephone network, 251–252
channelization, 398–399

bursty traffic and, 416–418
orthogonal coding for, 405
schemes, 370
in telephone cellular networks, 408–415

channels, 107, 111, 125–126. See also
transmission medium

character-based frame synchronization methods, 326
character-based terminal, NVT acting as, 78
characters in the Baudot multiplexing system, 3
cHEC field in GFP, 328
check bits, 13, 167, 168, 171
checksum, 172–173, 667

cryptographic, 767–768, 775
TCP, 607

checksum field
removed from IPv6, 593
in a TCP segment, 606
in UDP, 601

chip, 462
choke packet, 559
chrominance signals, 822, 823
CID (channel identifier), 679
CIDR (classless interdomain routing), 584–585
cipher, 765
cipher block chaining. See CBC
CipherSuite list, 784, 785
ciphertext, 765
circuit switches, 234–235
circuit switching, 7, 237, 243, 490
circuit-level gateway, 775

circuits, virtualization of, 231
circuit-switched telephone network, 23
circuit-switching networks, 206
cladding in optical fiber, 157
Class A addresses, 579–580
Class B addresses, 580
Class C addresses, 580
class C range of addresses, 647
Class D addresses, 580
Class E addresses, 580
classes

of IP addresses, 579–580
of routing algorithms, 516

classless interdomain routing (CIDR), 584–585
Class-Num field, 715
clear to send (CTS) frame, 455
clear to send (CTS) pin, 202
client networks, 722
client/server applications, 36, 610, 616
client-server network, 723
clipping, 813
clock frequency for synchronous services, 317
clock recovery, techniques for carrying out, 318–320
Clos nonblocking three-stage switch, 236–238
close system call, 68
CLOSED state in TCP, 616
closed-loop control, 549, 550, 558–560
clouds, representing networks as, 234
CLP bit, 667, 673
CLR (cell loss ratio) parameter, 669
CM (call management) sublayer, 267, 268
CMIP (Common Management Information

Protocol), 860
CMR (cell misinsertion rate), 668
CMTS (cable modem termination system), 156
CNAME in RTCP, 745
Coarse WDM (CWDM), 159
coaxial cable, 152–153
coaxial cable networks, 154
code-division multiple access. See CDMA
codepoints, reserved, 719
codewords, 167, 168, 169, 176, 801
collision domain, 433
collisions, 18, 370, 380–381
color images, 102, 822–823
color signals in WDM, 212
commercial radio, 263
Common Management Information Protocol

(CMIP), 860
common part convergence sublayer (CPCS), 675,

678–679, 686
communication

channels, 124–129, 256
functions, 34–35
long-distance, 4
networks, 1, 24–29
process, 283–284
service, 2, 38–39, 775–778

companders, 813
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companding, 123, 195
complementary code keying (CCK), 464
complexity, relegating, 20
compliant connection, 673–674
component links, 740
composite sinusoidal signal, 142
compression

of analog signals, 812–819
ratio, 101, 103
techniques, 101, 103
of video signals, 823–826

computer networks, 9–12, 47
computer technology, 26
computer-centric architecture, 22
computer-to-computer networks, 14–15
concatenated STS frames, 221
concentration, 256–259, 349
concurrent server, 67
confederation, 633
confidentiality requirement, 764
configuration BPDUs, 473
configuration management, 861
confirmed service, 50
conforming packet, 551
congestion avoidance phase, 619
congestion control, 549

as addressed by closed-loop control, 558
in ARPANET, 16, 17
in ATM, 674
procedures, 852
for TCP, 617–620

congestion of packets, 45
congestion threshold, 619
congestion window, 618, 619
CONNECT ACKNOWLEDGE message, 691, 692
CONNECT message, 691, 692
connect system call, 66–67
connect-confirm message, 508
connection admission control (CAC), 550, 673
connection control in a switch, 8
connection establishment, 338, 616
connection release, 285, 338
connection release phase of a telephone call, 6, 7, 8
connection setup for ATM networks, 536
connection state, 786
connection termination phase of TCP, 603
connection types, supported by ATM, 664
connectionless approach, 22
connectionless best-effort delivery service, 576
connectionless mode, 62, 64, 863
connectionless network service, 492
connectionless packet switching, 502–507. See also

datagram packet switching
connectionless packet transmission service, 15
connectionless services, 50, 285, 334
connectionless transfer of datagrams, 423
connection-oriented approach, 22, 243, 493
connection-oriented mode, 62–64

connection-oriented services, 50, 284, 334,
492, 602–603

connections, 507. See also virtual circuit
assigning paths in a network to, 259
closing, 68
establishing and accepting, 66–67
establishing TCP, 607–609

connector pins, signals associated with, 202
connect-reject message, 508
connect-request message, 508
constant bit rate service category, 671, 672
constant service time, 855
constraint shortest-path routing, 560–561
contention mode in 802.11, 453
contention period (CP), 428, 454
contention services, 454
contention window (CW), 458
contention-free period (CFP), 454, 458
Content-length header line in HTTP

responses, 84–85
Content-type header line in HTTP responses, 85
continuous network topology, 148
Contributing Source (CSRC) list, 743, 744
control channel management, 740
control connection in FTP, 79, 80
Control Escape characters in PPP, 327–328
control fields in HDLC frames, 336
control frames, 293, 451
control functions, implemented by unnumbered

frames, 337
control messages, handling for the Internet, 589–592
control modules in RSVP, 709
control plane

AAL in, 684
in the BISDN reference model, 662
class of functions associated with, 254
supporting signaling and network control

applications, 665
of the telephone network, 250

controlled-load service, 708
controller in a packet switch, 511, 512
convergence sublayer (CS), 675, 676, 677
convolutional codes, 189
Cookie header line, 86
cookies, 86, 779
coordination

functions, 453–459
sensitivity to reaction time, 397–398

cordless telephones, 163
correction mode, 667, 700
correction of errors, 186–190
correlator detector, 413
correspondent host (CH). See CH
cost, 107, 523. See also minimum cost
counting to infinity problem, 529
CP (contention period), 428, 454
CPCS (common part convergence sublayer), 675,

678–679, 686
crankback, 693, 696
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CRC (cyclic reduncancy check) codes, 13, 173,
175–176

CRC field, 453
CRC-based framing, 328–329
CRL (certificate revocation list), 772
CRM (cell rate margin) parameter, 697
crossbar interconnection fabric, 512
crossbar switch, 235
cross-connect systems. See SONET,

cross-connect systems
crosspoints in a crossbar switch, 235
crosstalk, 148–149, 152
cryptographic algorithms, 775, 790–794
cryptographic checksums and hashes,

767–768, 775
cryptography, 765–770
CS (convergence sublayer) of the AAL, 675
CSI (convergence sublayer indicator) bit, 676, 677
CSMA (carrier sensing multiple access),

381–384, 386
CSMA-CA medium access control, 448
CSMA-CA protocol, 454
CSMA-CD, 384–387, 421, 427, 435–436
CSR (Cell Switch Router), 727
CSRC (Contributing Source), 743, 744
CTD (cell transfer delay) parameter, 669–670
CTS (clear-to-send) frame, 455
CTS pin, 202
customers in the system, 841
cut-through forwarding, 726
cut-through packet switching, 509–510
CW (contention window), 458
CWDM (Coarse WDM), 159
cycle time in polling systems, 392
cyclic redundancy check. See CRC codes

D

daemon, 36
daisy-chain formation for extension

headers, 597–598
data, transmitting and receiving, 67–68
data communications equipment

(DCE), 201, 202
data compression utilities, 101
data country code, 689
Data Encryption Standard (DES), 790–793
data frames, 451, 456, 457
data link controls, 45, 324
data link layer, 44, 45, 48, 324, 334, 423
data link PDU (DLPDU), 334
data link SDU (DLSDU), 334
data link services, 333–334
data part of the IP packet, 576
data structures, supported by FTP, 80
data terminal equipment (DTE), 201, 202
data transfer applications, 687

data transfer in TCP, 611–612
data transfer modes, 335
data transfer phase, 284–285, 603
data transfer process (DTP), 80
data types, allowed in SMI, 865
database description packets in OSPF, 627
databases

special purpose processors at SCPs, 253
synchronizing in OSPF, 626–628

datagram network, 506, 532–533
datagram packet switching, 504–505

delays in, 505–506
full addresses required for, 508
routing table in, 517, 518, 519

datagram service, provided by IP, 9
datagrams, 19, 54, 77, 423, 573. See also

UDP datagrams
datalink layer, 254
date-and-time server, 98
Daytime port number 13, 87
dc component in JPEG, 821
DCC (digital cross-connect), 246–247
DCC ATM format, 689
DCE (data communications equipment), 201, 202
DCF (distributed coordination function), 453,

454–458
DCF interframe space (DIFS), 455
DCT (discrete cosine transform) coding,

819–820, 834
DE (default) PHB, 719
de facto standards, 29
de jure standards, 29
dead interval field in a hello packet, 626
decision errors, probability of, 133
decoding procedure, 802
decryption, 765
deficit round-robin scheduling scheme, 570
deflection routing, 521–522
delay analysis, 840–845
delay and loss performance, 840–859
delay basis, system operated on, 351
delay bound, providing, 707
delay guarantees, providing, 24
delay jitter, 351, 540
delay performance, 415–421
delay-bandwidth product, 297–298, 299

advertised window size and, 614
effect on Go-Back-N ARQ, 308–309
effect on MAC performance, 373–375
effect on Selective Repeat ARQ, 313

delayed ACKs in Stop-and-Wait ARQ, 295
delayed transmission by TCP, 612
delay/loss system, 840
delays, 102, 503–504, 557
delay-throughput performance of medium access

controls, 377
DELETE HTTP request method, 84
DeMoivre-Laplace Theorem, 564
demultiplexing, 51, 828–829
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denial-of-service attack, 97, 764
dense wavelength-division multiplexing

(DWDM), 837
Dense WDM (DWDM), 159–160
density function, 133
departmental LANs, 466
departure rate for packet transmission, 342
DES (Data Encryption Standard), 790–793
design, 34. See also system design
designated bridge, 472
designated port, 472
designated router, 623, 624
designated transit list (DTL), 695
destination address, 15, 451, 452
destination IP address field, 577
destination node in the Bellman-Ford algorithm, 524
destination port in a TCP segment, 605
destination SMTP server, 41
destination socket address, 58
destination-based forwarding, 727
detection mode, 667, 700
deterministic arrivals, 846
deterministic service times, 848
DF bit, 588
DHCP (Dynamic Host Configuration

Protocol), 646–647
differential coding techniques, 815
differential encoding, 137
Differential Manchester encoding, 136, 138
Differential PCM (DPCM), 105, 815–817
differentiated service IP, 547
differentiated services codepoint (DSCP), 718
differentiated services (DS) model, 717–722
Diffie-Hellman exchange, 772–773, 778–779
diffserv model. See DS model
DIFS (DCF interframe space), 455
digital cellular telephone systems, 164
digital communications, 107–114
digital cross-connect system, 246–247
digital formats for multimedia information, 23
digital microwave transmission systems, 165
digital modulation, modems and, 138–146
digital networks, telephone calls in, 243
digital radio in 28 GHz band, 114
digital regenerator, 109–110
digital representation

of analog signals, 114–124
of information, 100–106

digital sensing in CDPD, 387
digital services, end-to-end, 248–250
digital signal, 7, 349
digital signal 1 (DS1), 210–211
digital signature, 770
Digital Subscriber Loop Access Multiplexer

(DSLAM), 496
digital switches, 8
digital transmission, 107, 108, 124

of analog signals, 119–123
compared to analog, 107–110

fundamental concepts concerning, 99–100
fundamental limits in, 130–135
hierarchies, 210–211
technologies, 409

digital transmission lines, 16, 209, 340
digital transmission systems, 2–3

interfacing with analog switches, 8
of LANs, 18
properties of, 110–114
in telegraph networks, 4
in terminal-oriented networks, 14

Dijkstra’s algorithm, 530–532
direct sequence spread spectrum (DSSS), 462–463
directory services, 771
DISC (disconnect) frame, 337, 338
discrete cosine transform coding, 819–820
Discrete Multitone system, 151
discrete network topologies, 148
discrete spectrum of a periodic function, 204
dissociation service, 450
distance properties of codes, 169
Distance-Vector Multicast Routing Protocol

(DVMRP), 646
distance-vector protocol, 526, 533
distortion, compensating for, 107
distributed approach to medium sharing, 373
distributed Bellman-Ford algorithm, 526
distributed coordination function (DCF), 453,

454–458
distributed network management system, 863
distributed routing, 16, 516
distribution frame, 245
distribution service in 802.11, 450
distribution system (DS), 449
“DIX” Ethernet standard, 427
DLE (data link escape) characters, 326
DLPDU (data link PDU), 334
DLSDU (data link SDU), 334
DMT (Discrete Multitone), 151
DNHR (dynamic nonhierarchical routing), 261
DNS (Domain Name System), 11, 20, 21, 40

protocol, 82
query, 37, 39–41

documents, retrieving from the Web, 37–38
domain, 499
domain names, 21, 68–69
domain-specific part (DSP), 689
“don’t fragment” (DF) bit, 588
dot product of two sequences, 406
dotted-decimal notation, 69, 580, 596
double errors, detectability of, 178–179
double-colon notation (::), 596
downstream-on-demand mode, 733
DPCM (Differential PCM), 105, 815–817
dropper, 721
DS (distribution system) in 802.11, 449
DS (differentiated services) model, 717–722
DS field in the IP header, 718–719
DS signals, 210–211
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DSCP (differentiated services codepoint), 718
DSLAM (Digital Subscriber Loop Access

Multiplexer), 496
DSP (domain-specific part) of the NSAP format, 689
DSSS (direct sequence spread spectrum), 462–463
DTE (data terminal equipment), 201, 202
DTL (designated transit list) in PNNI, 695
DTP (data transfer process) in FTP, 80
D-type connector, 201–202
dual leaky buckets, 554
dual-IP-layer (or dual stack) approach, 599–600
dual-mode operation, supported by IS-95 with

AMPS, 411
duration field in the 802.11 MAC header, 456
duration/ID field in the 802.11 MAC header,

451, 452
DVD movies, encoding of, 106
DVMRP (Distance-Vector Multicast Routing

Protocol), 646
DWDM (Dense WDM), 159
DWDM (dense wavelength-division

multiplexing), 837
Dynamic Host Configuration Protocol (DHCP),

88, 646–647
dynamic nonhierarchical routing (DNHR), 261
dynamic range of speech signals, 816
dynamic routing, 516, 736
dynamic sharing of communication channels, 256
dynamic SLAs, 717

E

E-1, 211
E.164 ATM format, 689, 690
eBGP (external BGP), 633
ECB (electronic mode, 791
Echo (port number 7), 87
echo request and reply message format, 590–591
echo server, 70
echo-cancellation devices, 246
echoes, 246
ECMP (equal-cost multipath), 623
ED (ending delimiter) field, 442
EDFA (Erbium-Doped Fiber Amplifier), 160
edge LSR, 729
edges. See links
EF (Expedited Forwarding) PHB, 719
EFCI (explicit forward congestion

indication), 559, 667
effective bandwidth of a flow, 551
effective transmission time, 366, 367
efficiency, 314, 375
EGP (Exterior Gateway Protocol), 620
egress LSR, 729
egress MPC, 724
EHF (extremely high frequency) band, 162, 163
electrical signal, used by SONET, 214

electromagnetic spectrum, 147
electromechanical Strowger switch, 251
electromechanical telephone switches, 6
electronic mode (ECB), 791
electronic regenerators, 159–160
electronic serial number (ESN), 412
e-mail messages, 41–42
encapsulating security payload (ESP), 780, 781–782
encapsulation, 49, 60
encoded bits, mapping information bits into, 138
encoding procedure, 802
encryption, 765–770, 777
end system identifier (ESI), 689, 690
ending delimiter (ED) field, 442
end-to-end approach, 288–291
end-to-end argument, 493, 494
end-to-end closed-loop control, 558, 559
end-to-end connection, 8, 688
end-to-end delay, 503–504, 539–540
end-to-end digital services, 248–250
end-to-end flow control in TCP, 322
end-to-end process-to-process connection, 58
end-to-end propagation delay, 383
enterprise information modules, 867
entity body of an HTTP request message, 83
entropy, 804–805
ephemeral port number, 37, 52, 80
equal-cost multipath (ECMP), 623
equalizer, 108
Erbium-Doped Fiber Amplifier (EDFA), 160
Erlang B formula, 258, 857–859
Erlang service time distribution, 855
Erlangs, 257
ERO (explicit route object), 734
error bursts, 170–171
error channels, models of, 169–171
error codes in BGP NOTIFICATION messages, 636
error control, 13, 16, 167
error correction, 144, 186–190, 410
error detection, 167–171, 178–180, 185
error messages, 589–592
error recovery in Selective Repeat ARQ, 310
error status value in SNMP, 865
error tolerance, degree of, 687
error vector, probability of the most likely, 187
ERROR SPEC object in RSVP, 716
errors. See decision errors; transmission errors
ESI (end system identifier), 689, 690
ESN (electronic serial number) in IS-95, 412
ESP (encapsulating security payload), 780, 781–782
ESS (extended service set) in 802.11, 449–450
ESTABLISHED state in TCP, 616
Ethereal open source package, 59–61, 90, xxii–xxiii
Ethernet, 138, 427–429, 437–438
Ethernet (DIX) standard, 430–431
Ethernet frames, 57, 61, 375
Ethernet II. See Ethernet (DIX) standard
Ethernet LAN protocol, 427
Ethernet LANs, 17–18, 56, 156
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Ethernet over twisted pair, 114
Ethernet switches, 433, 468
Euclidean Division algorithm, 174, 176–177
European digital hierarchy, 210, 211
even parity, 167
exchange code in a telephone number, 7
expedited forwarding PHB, 719
explicit feedback, 559–560, 674
explicit forward congestion indication (EFCI), 667
explicit route object (ERO), 734
explicit routing, 532
explicitly routed LSP, 734
exponential arrivals, 846
exponential density function, 343
exponential service time, 855
extended LAN. See bridged LAN
extended sequence numbering, 337
extended service set (ESS), 449–450
Extension (X) field in RTP, 743
extension headers in IPv6, 593, 597–599
Exterior Gateway Protocol (EGP), 620
external BGP (eBGP), 633
external view of packet networks, 490
extremely high frequency (EHF) band, 162, 163

F

FA (foreign agent), 648, 649
facsimile standards, 102, 808–810
fair queueing, 542–545
fairness, provided by a MAC protocol, 376
Fast Ethernet, 114, 152, 434–435
fast recovery, 619
fast retransmit, 619
fault isolation, 740
fault management, 861
FC (frame control) field, 443, 451, 452
FCS (frame check sequence), 423, 443
FDD (frequency-division duplex), 391, 401
FDDI (Fiber Distributed Data Interface), 161,

444–446
FDM (frequency-division

multiplexing), 208–209, 213
FDMA (frequency-division multiple access), 265,

399–400
compared to CDMA, 414
delay performance with bursty traffic, 416–418
using in AMPS, 408

FEC (forward error correction), 167, 677–678
FEC (forwarding equivalence class), 729
FF (fixed-filter) style, 713–714, 717
Fiber Distributed Data Interface (FDDI), 161,

444–446
fiber switches, 233
FIFO (first-in, first-out), 540–541, 843
file structure, supported by FTP, 80
File Transfer Protocol. See FTP

files, transferring using FTP, 79, 80
file-sharing applications, 43
FILTER SPEC object in RSVP, 716
filter specification, 707
filtering frames, 466, 467
filtering software in a protocol analyzer, 90
filters, 126
filterspec in an RSVP reservation request, 710
FIN bit in a TCP segment, 606
FIN segment in TCP, 614–615
finish tag for a packet, 544
finishing time, computing, 544–545
firewalls, 774
first-generation cellular systems, 414
first-in, first-out. See FIFO
fixed length frames, 325
fixed-filter (FF) style, 713–714, 717
flag-based frame synchronization, 326–328
flags, defining for IP routing, 583
flags field in the IP header, 577, 588
flat address assignment, 518–520
flicks. See video signals
flooding, 520–521, 773
flow, 594

aggregation, 347–348
control, 315

methods for ARPANET, 16, 17
in TCP, 604, 611

descriptor, 707, 716–717
label, 593, 594
level, 549–560
specification, 707

flow-aggregate level, 560–561
flowspec in RSVP, 710, 716
fluid-flow fair queueing, 543, 544, 545, 546
Ford-Fulkerson algorithm. See Bellman-Ford

algorithm
foreign agent (FA), 648, 649
foreign network, 648
fork capability of SIP, 749
forward channels, available to base stations, 265
forward error correction (FEC), 167
forwarding database for a bridge, 468
forwarding equivalence class (FEC), 729
forwarding function of a packet switch, 511
“forwarding” state, 472
Fourier series, 203–204
fragment extension header, 599
fragment offset field in the IP header, 577, 588–589
fragmentation, 589, 593, 598–599
Fragmentation Threshold parameter, 457
fragments, 588
Frame Body field, 453
frame bursting, 436
frame check sequence (FCS), 423, 443
frame collisions, 378
frame control (FC) field, 443, 451, 452
frame delay, 418
frame format, 335–337, 474
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frame length indication field in GFP, 328
frame reject unnumbered frame, 337
frame status (FS) field, 442, 443
frame structure of a LAN, 18
frame synchronization, loss of, 325
frame transfer delay, 376–377, 415–421, 428–429
frame transmissions, collision of, 374
frame-filtering capability, 466, 467
frames

in the ARPANET, 16
in ARQ protocols, 292
different meanings of the term, 217
encapsulating packets in, 16
encapsulating terminal messages inside, 13
in an Ethernet LAN, 18
exchanges of, 337–340
removing in token-passing rings, 394
in SONET, 217
transferring across a transmission link, 45
transmitting, 14

framing, 325–329
“framing bit” in a T-1 system, 210
framing method, 5, 13
free token, 393, 439
frequency bands, 209, 263–264
frequency components for a signal, 116–117
frequency domain, 124–128
frequency reuse, 264, 265, 414
frequency shift keying (FSK), 139
frequency slots, assigning, 208
frequency-division duplex (FDD), 391, 401
frequency-division multiple access. See FDMA
frequency-division multiplexing

(FDM), 208–209, 213
frequency-domain characterization of a channel, 125
frequency-hopping spread spectrum, 460–461
FRMR frame, 337
FS (frame status) field, 442, 443
FSK (frequency shift keying), 139
FTP (File Transfer Protocol), 11, 20, 78–81
full-duplex mode, 433–434
full-duplex transmission, 335
full-meshed LSPs, 732
full-rate channels, 409, 410
future network architectures and services, 22–24

G

G flag for IP routing, 583
G.711 voice standard, 752
G.992 standard for ADSL, 151
gatekeepers, 752
gateways, 19, 465, 751–752
gateways/routers, routing data between, 46
Gaussian probability density function, 133
GCAC (generic connection admission control),

696–697

GCRA (generic cell rate algorithm), 673
general class of Hamming codes, 184
general distribution of service times, 848
General Packet Radio Service (GPRS), 411
Generalized MPLS (GMPLS), 738–740, 838
generator polynomial, 175, 176, 179
generic cell rate algorithm (GCRA), 673
generic connection admission control

(GCAC), 696–697
generic flow control field, 666
Generic Framing Procedure (GFP), 328–329
generic signaling protocols, 255
geostationary satellite systems, 165
GET HTTP request method, 84
GFC field, 666
GFP (Generic Framing Procedure), 328–329
GIF (Graphics Interchange Format), 102
Gigabit Ethernet, 161, 435–436
global address, 430
global knowledge for routing algorithms, 515
Global Positioning System (GPS), 319, 411
global repair, 737
Global System for Mobile Communications

(GSM), 267, 268, 409–410
global titles, translating, 255
globally unique addresses, 54, 55, 575
GMPLS (Generalized MPLS), 738–740, 838
Gnutella file-sharing application, 43
go-ahead message, 391
Go-Back-N ARQ, 300–309

compared to Stop-and-Wait and Selective Repeat
ARQ, 314

effective transmission time for, 366
efficiency compared to Selective Repeat

ARQ, 313
goodput, 346
government regulation, 27–28
GPRS (General Packet Radio Service), 411
GPS (Global Positioning System), 319, 411
graceful close for TCP, 614–615
graft message, sending in RPM, 645
Graphics Interchange Format (GIF), 102
group address in IGMP, 644
groups

in FDM, 209
of pictures in MPEG, 827

GSM (Global System for Mobile Communications),
267, 268, 409–410

guaranteed delay service for IP networks, 558
guaranteed service, 547, 707
guard bands, 209, 213, 399
guard times in TDMA systems, 400

H

H flag for IP routing, 583
H.225, 752, 754
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H.245 control channel, 752
H.261, 103, 825–826
H.323, 751–753
HA (home agent), 648, 649
half duplex, 433
Hamming code, 180, 181, 184, 188
Hamming distance, 185
handoffs, 265, 266
handover, 268
handshake procedure for CSMA-CA, 455
Handshake protocol, 783–785
handshakes in TCP, 607–608
handshaking, 145
hard state, 714
hash algorithms, 768
hashed message authentication code (HMAC)

method, 768
HDLC (High-level Data Link Control), 307,

333–340, 353
bit stuffing in, 327
frame structure of, 326–327
services provided by the LLC sublayer, 425

HDTV, 106, 824, 828
HEAD HTTP request method, 84
header checksum field, 577
Header Error Control (HEC) method, 328, 667
header length field in a TCP segment, 606
header lines of an HTTP request message, 83
header overload, effect on goodput, 346
headers

added by OSI layers, 47, 48
in ARQ frames, 292
in ATM, 661, 666–667
in frames, 13
in HTTP, 83
in IP packets, 576–578, 588, 593–594, 595
in PDUs, 48

head-of-line (HOL)
blocking, 513
priority queueing, 541

HEC (Header Error Control), 328, 667
Hello packets, 625–626
Hello protocol, 624
hexadecimal digits, representing IPv6 addresses, 595
hidden-station problem, 448, 455
hierarchical addresses, 19, 520
hierarchical LSPs, 735
hierarchical routing, 259–260, 518–520
hierarchical telephone network structure, 7
High-level Data Link Control. See HDLC
high-rate DSSS, 464
HIPERLAN (high-performance radio LAN)

standard, 164
HMAC (hashed message authentication code)

method, 768
hogging, 540
HOL (head-of-line)

blocking, 513
priority queueing, 541

hold time field, 635
holding time, 257
home agent (HA), 648, 649
home location register, 266
home network, 497, 648
hop limit field, 594
hop-by-hop

approach, 290–291
closed-loop control, 559
forwarding at the IP layer, 726
routing, 532

hopping patterns, 461
hops, decreasing, 248
host byte order, 66
host ID, 579

containing all 0s, 580
containing all 1s, 580
in an IP address, 19, 55, 575

host information, 69
host names, 21
“Host Unreachable” error message, 798
hosts, accessibility of, 87
hot-potato routing. See deflection routing
HTML (HyperText Markup Language), 36
HTTP (HyperText Transfer Protocol), 11, 20,

36–37, 82–83
GET command, 574
headers, 83
messages, 83–85
proxy server and caching, 85
request message, 58, 59, 83, 84
response message, 83–85
as a TCP/IP application layer protocol, 53
using the service provided by TCP, 39

httpd server daemon, 36
hub, 432, 433
Huffman codes, 801–805
hunt state of the GFP receiver, 328–329
hybrid fiber-coaxial systems, 155
hybrid packet-switching approaches, 510
hybrid switches, 239–240
hybrid transformers, 246
hyperexponential service time distribution, 855–856
hyperlinks, 82
HyperText Markup Language (HTML), 36
HyperText Transfer Protocol. See HTTP

I

IAC (Interpret as Command) escape character, 78
iBGP (internal BGP), 633
IBM bisync protocol, 177
ICD ATM format, 689–690
ICMP (Internet Control Message Protocol), 86,

573, 589–592
identification field in the IP header, 577, 588
identifiers, 537
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idle periods in the Ethernet channel, 428
IDP (initial domain part) of the NSAP format, 689
IEEE (Institute of Electrical and Electronic

Engineers), 422
802 committee, 29, 422
802 LAN standards, 424
802.11 standard

DSSS physical layer, 462
frame structure, 451
infrared physical layer, 463–464
key in WEP, 789
LAN physical layers, 459
LAN standard, 448–449
MAC architecture, 454
types of frames supported, 451

802.11a standard, 465
802.11b standard, 464
802.3 standard, 423, 424

LAN standard, 427
MAC frame structure, 429–431
physical layers defined for use with, 431–434

802.3ae 10 Gigabit Ethernet draft supplement, 436
802.3u standard, 434
802.3z Gigabit Ethernet standard, 435
802.5 standard, 423, 424, 439, 442

IEs (information elements), 690
IETF (Internet Engineering Task Force), 29, 592
I-frames, 336

in ARQ protocols, 292–293
in MPEG, 826–827
time-out values, 306–307
timers, 293

IFS (interframe space), 454
I/G bit, 474
IGMP (Internet Group Management

Protocol), 643–644
IGP (Interior Gateway Protocol), 620
IHL field in the IP header, 577
IKE (Internet key exchange) protocol, 778–780
image and video coding, 819–829
IMP (Interface Message Processor), 15
implicit feedback, 559–560
impulse response of a channel, 128
incarnation, 604
independence assumption, 854
independent control, 733
individual/pgroup (I/G) address bit, 474
Industrial/Scientific/Medical (ISM) bands, 164
infinite buffers, 344–345
information

bits, 138
block-oriented, 100, 101–103
digital representation of, 100–106
modules defined using SMI, 867
payload of the STS-1 frame, 218
stream-oriented, 100, 101, 103–106
transfer phase of a telephone call, 6, 7, 8
transmission capacity, 26
transmission rate of Stop-and-Wait ARQ, 299

information elements (IEs), 690
information frames. See I-frames
information polynomial, 173
infrared channels, 647
infrared light, 166
infrared physical layer, 463–464
infrastructure network, 450
ingress LSR, 729
ingress MPC, 724
ingress router, 718
initial domain part (IDP), 689
initial sequence number (ISN), 606, 608, 609
initialization vector (IV), 788, 789, 791
inner product of two sequences, 406
in-phase component, 142
input port, virtual-circuit routing table for, 509
input streams, synchronization of, 211–212
Institute of Electrical and Electronic Engineers.

See IEEE
Integrated Services Digital Network. See ISDN
integrated services model, 706, 717
integrity, 764, 767, 775–777
INTEGRITY object in RSVP, 716
intelligent network, 253
interarrival times, 343, 842, 846
interAS routing protocol, 631
interconnecting networks of different

technologies, 722–726
interconnection fabric in a packet switch, 512
interdomain level, 499
interdomain routing, 630, 631
interexchange carriers (IXCs), 244
interface performance parameter in ATM, 670–671
interfaces, 35, 248
interference, 148, 162
interframe space (IFS), 454
interframe video coding methods, 824
Interim Standard 41 (IS-41), 267
Interim Standard 54/136, 409
Interim Standard 95, 411–415
Interior Gateway Protocol (IGP), 620
interior signal level, 134
interlacing, 823
interleaving method, 189–190
internal BGP (iBGP), 633
internal operation of networks, 490, 493–494
internal router, 624
international code designator, 689–690
International Organization for Standardization

(ISO), 43
International Telecommunications Union. See ITU
Internet, 9–12, 18–21

algorithm for the checksum, 172–173
applications and services developed for, 22–23
connection requirements, 646
connectionless transfer of packets across, 507
guaranteed service in, 707
hierarchical addresses in, 520
multilevel hierarchical network topology, 501
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Internet—Cont.
providing QoS in, 547
scalability, 630–631
wireless access to, 415

internet (private internetwork), 20
internet concept, 19
Internet Control Message Protocol (ICMP), 86,

573, 589–592
Internet Engineering Task Force (IETF), 29, 592
Internet family, structures for, 66
Internet Group Management Protocol

(IGMP), 643–644
Internet header length (IHL) field, 577
Internet key exchange (IKE) protocol, 778–780
internet layer of TCP/IP, 53–54
Internet packet, encapsulating a TCP segment

into, 58
Internet Protocol. See IP
Internet Protocol Control Protocol (IPCP), 332
Internet Service Provider (ISP), 331, 499
internet sublayer of the network layer, 46
internet subtree, 866–867
Internet telephony, 751
internetwork, 18–19, 46
interpolation filter, 118, 119
Interpret as Command escape character (IAC), 78
inter-ring gateways, 230
intersymbol interference, 131
intradomain level, 499
intradomain routing, 630
intraframe video coding, 824
intranet, 579
intserv model, 706, 717
INVITE message in SIP, 748
IP (Internet Protocol), 11, 19, 576

address manipulation functions, 69
addresses, 19, 55, 579–581

classes of, 579
communicating dotted-decimal notation, 69
converting domain names into, 68–69
mapping to MAC addresses, 586
parts of, 520, 575

component networks as data link layers, 507
datagrams, 56–58, 61, 714
header, 588
Internetworks, 507
network addresses, 574
network view of an internet, 56
networks, 331–332
packet format, 576–578
packet header, 578
packets, 329, 574, 578. See also datagrams
routers, 19
routing, 583–584, 725–726
telephony, 751
utilities, 86–89

IP Security (IPSec), 780–782
IP version 6. See IPv6
IP+ATM networks, 725

ipconfig utility, 88
IPCP (Internet Protocol Control Protocol), 332
IP-mapped addresses, 597
IPng. See IPv6
IPSec, 780–782
IPv4 (IP version 4), 576, 597, 599–601
IPv6 (IP version 6), 592–601

AH incorporated in, 781
extension headers, 597–599
header format, 593
migration issues from IPv4, 599–601
network addressing, 594–597

IrDA standards, 166
ISDN (Integrated Services Digital Network), 150

signaling, 690
standards, 248, 661
user part protocols, 254, 690

ISM bands, 164
ISN (initial sequence number), 606, 608, 609
ISO (International Organization for

Standardization), 43
ISP (Internet service provider), 331, 499
ISUP protocols, 254, 690
ITU (International Telecommunications Union), 29
ITU-T, 151, 307
IV (initialization vector), 788, 789, 791
IXCs (interchange carriers), 244

J

jamming signal in CSMA-CD, 384
jitter, 351, 540
JPEG (Joint Photographic Experts Group), 102–103,

820–823, 834
jumbo payloads in IPv6, 593, 598, 599

K

Karn’s algorithm, 620
KDC (key distribution center), 770–771
keepalive messages, 633, 635
Kerberos authentication service, 771
key, 765
key request message, 779
key response message, 780
keyed MD5, 768

L

label distribution protocol (LDP), 733–734
label pop, 730
label push, 730
label stack, 731
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labels
distribution protocols, 732–735
fundamentals of, 729–730
merging, 732
in SMI, 865
switching, 727

label-switched path. See LSP
label-switching forwarding, 727
label-switching paradigm, 728
label-switching routers. See LSRs
LAN PHY, 436
LANs (local area networks), 17–18

accessing packet-switching networks, 497
adapter cards, 422
architecture, 18
bridges, 465–467
building large networks, 427
interconnecting, 477
protocols, 421–427
standards, 161, 422–427
structure of, 422–423
using twisted pair, 151–152
virtual, 477–479

LAPB (Link Access Procedure-Balanced), 307
LAPD (Link Access Procedure-Data), 268, 307
LAPM (Link Access Procedure for

Modems), 146, 307
large LAN networks, building, 427
large packets for IPv6, 598
last conforming time (LCT), 552
“last mile,” 245
LATAs (local access and transport areas), 244
layer n entities, 48
layered architecture, 35
layers

of the BISDN reference model, 662
defining the interaction between, 35
grouping of communication functions into, 34
viewing elements of computer network

architecture as, 17
LCP (link control protocol), 331
LCT (last conforming time), 552
LDP (label distribution protocol), 733
leaf routers in RPM, 645
leaky bucket, 551–555
learning process, used by a bridge, 468–472
Lempel-Ziv data compression, 146, 810–812
LEOS (low-earth orbit satellites), 166
LF (low frequency) band, 162, 163
LGN (logical group node), 694–695
light paths, 231, 838
light, speed of, 4
line card in a packet switch, 511–512
line coding, 135–138
line layer, protecting against failures, 223–224, 225
line overhead in SONET, 217–218
linear channels, 124
linear codes, 168, 180–186
linear predictive coders (LPC), 816

linear predictive methods, 105
linear protection against failures, 223–224, 225
linear topology for ADMs, 223–224
lines in a SONET system, 216
Link Access Procedure for Modems

(LAPM), 146, 307
Link Access Procedure-Balanced (LAPB), 307
Link Access Procedure-Data (LAPD), 268, 307
link bundling, 740
link connectivity, provided by LMP, 740
link control protocol (LCP), 331
link failure, Bellman-Ford algorithm

reaction to, 528–529
Link Management Protocol (LMP), 740
link protection/restoration, 738
link-local addresses, 597
links, 340–352, 522–523. See also hyperlinks
link-state advertisements. See LSAs
link-state databases, 622, 627
link-state protocol, 532, 533, 534
link-state request packets, 628–630
link-state update message, 628
listen system call, 67
little endian format, 66
Little’s formula, 842–845
LLC sublayer, 423, 424
LLC (logical link control) sublayer, 425–427
LLC-SNAP header, 431
LMP (Link Management Protocol), 740
load, 342, 417. See also normalized throughput
loading coils, 150
local access and transport areas (LATAs), 244
local addresses, 430, 597
local area networks. See LANs
local identifiers, 536, 667
local loop, 245, 246
local name servers, 40
local networks, SONET ring structure in, 229
local repair, 737–738
local traffic, 620
local VCI versus global, 517
LOCAL PREF attribute, 639
logical group node (LGN), 694–695
logical IP addresses, 498
logical link control (LLC) sublayer, 423, 424,

425–427, 431
logical topology, 574
logically fully connected topology, 225, 226
log-PCM format, 123
long code pseudorandom sequence in IS-95, 412
long messages versus packets, 504
long-distance communication, 4
longest prefix match, 585
longhand division, 174
long-lived flow, 724
long-term dependency, 813–815
“longwave” light source, 161
loopback addresses, 597
loops, removing in a network, 472–474
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loose source routing, 533
losing station, 374
loss basis, system operated on, 351
lossless data compression, 102, 801, 811
lossy data compression, 102, 812
lost packet, 604
low frequency (LF) band, 162, 163
low-bit-rate digital streams, 678
low-earth orbit satellites (LEOS), 166
low-pass communication channel, 130
LPC (linear predictive coders), 816
LSAs (link-state advertisements), 625, 627–628
LSP (label-switched path), 729, 731, 733
LSRs (label-switching routers), 729, 739
luminance signal, 822, 823

M

M, indicating exponential distribution, 847
MAC (message authentication code), 768, 783
MAC addresses, 426, 451, 586
MAC frame structure, 429–431
MAC header, 451
MAC layer, bridges operating at, 467
MAC (medium access control) protocols, 368

classes of, 377–387
compared to a statistical multiplexer, 415
delay-throughput performance of, 377
methods, 12
multimode, 398
procedure, 45
scheduling approaches to, 387–398
schemes, 397–398
selecting for a given situation, 376
in a terminal-oriented network, 14

MAC schemes, 370
MAC standards, defined by IEEE, 423, 424
MAC sublayer, 423–424, 453
managed devices, 862
management frames, 451
Management Information Base (MIB), 863,

865, 867–868
management information, provided by an agent, 862
management plane, 662
Manchester encoding, 136, 137, 138
Manhattan street network, 522
man-in-the-middle attack, 764, 773
MANs, providing connectivity across, 437–438
mappings, 220
Marker (M) field in RTP, 743
marker field in a BGP header, 634
markers, setting DSCP in packet headers, 721
market existence, 28
mastergroup in FDM, 209
Master/Slave bit, 627
master/slave polling arrangement, 12–13
maximum burst size (MBS), 553–554, 670

“maximum” CTD, 669–670
maximum departure rate for packet

transmission, 342
maximum segment lifetime (MSL), 605, 613–614
maximum segment size (MSS), 606, 613
maximum throughput, 374, 386, 389, 395–396
maximum transmission unit (MTU), 575, 587–588
maximum window size

in Go-Back-N ARQ, 304–305
in Selective Repeat ARQ, 311–312

maximum-length sequence generator, 403
MBONE (multicast backbone), 641, 646
MBS (maximum burst size), 553–554, 670
MCR (minimum cell rate) parameter, 670
M/D/1 queueing system model, 848
MD5 algorithm, 768
MDLP (Mobile Data Link Protocol), 307
MED attribute, 638–639
media gateway, 753–754
medium access control. See MAC
Medium Access Control sublayer, 423–424, 453
memory in the packet arrival process, 351–352
mesh topology networks, 230–231
message authentication code, 768, 783
message digest 5 algorithm, 768
message formats

HTTP, 83
RSVP, 715–717

message identifier. See MID
message mode for AAL3/4, 681
message switching, 502–504
message transfer part (MTP), 254
message transfer phase of a telephone call, 244
message transfer service, 12
message types

defined by BGP, 634
in RSVP, 715

messages, 17, 286
meters, 721
methods, invoked by SIP requests, 747–748
metropolitan area, SONET ring

networks in, 229–230
MF bit, 588
M/G/1, 848, 854–857
M/G/c/c system, 859
MHs (mobile hosts), 648
MIB (Management Information Base), 863,

865, 867–868
Microcom Network Protocol error correction

protocols, 308
microwave transmission systems, 165
MID (multiplexing identifier), 682–683
MIME (Multipurpose Internet Mail Extensions), 41
minimum cell rate (MCR) parameter, 670
minimum cost, 525, 526–528
minimum distance of a code, 185, 188–189
minislot time, 428
mixed-media bridges, 477
mixers in RTP, 743
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MM (mobility management) sublayer, 267, 268
M/M/1 queueing model, 344–345, 857
M/M/1/K queueing model, 343, 847–854
M/M/c/c queueing model, 857–859
MNP error-correction protocols, 308, 812
MNP5 lossless data compression

algorithm, 831–832
Mobile Data Link Protocol (MDLP), 307
mobile hosts (MHs), 648
mobile IP routing, 647–649
mobile station, 451
mobile switching center (MSC), 265
mobile telephone services, 264, 265
mobile users, 263, 264
mobility management (MM) sublayer, 267, 268
modem devices, 12
modems, 138–146, 307
modulation, 4. See also digital modulation
modulo 2 arithmetic, 168
monitor M bit, 443
monopoly environment, 27
Moore’s Law, 26
“more fragment” (MF) bit, 588
Morse telegraph system, 2–3
motion compensation, 825
motion vector, 825
moving pictures. See video signals
MP3, 43, 105, 819
MPDUs, 456
MPEG (Motion Picture Expert Group)

audio standard, 105, 819
layer 3 audio compression, 43, 105, 819
multiplexing, 828–829
video coding standards, 826–828

MPEG-1, 827
MPEG-2, 105–106, 688, 827
MPEG-4 coding standard, 828
MPLS (Multi-Protocol Label Switching), 539,

727–740
MPOA (Multiprotocol Over ATM), 724–725
MSC (mobile switching center), 265
MSL (maximum segment lifetime), 605, 613–614
MSS (maximum segment size), 606, 613
MTP (message transfer part), 254
MTSO (mobile telephone switching office), 265
MTU (maximum transmission unit), 575, 587–588
MULTI EXIT DISC attribute, 638–639
multibyte words, storing, 66
multicast addresses, 430, 594
multicast backbone (MBONE), 641
multicast routing, 640–646
multicasting, 430
“multidrop” line arrangement, 12–13
multihomed AS, 620
multilevel hierarchical network topology, 501
multilevel transmission, 112, 132–133
multilink PPP, 331
multimedia information, 23
multimode fiber, 158

multimode medium access controls, 398
multipath fading of radio systems, 162
multiple access communications, 370–377
multiple access networks, 368
multiplexer systems for terminal-oriented

networks, 13
multiplexers, delay performance of, 845
multiplexing, 51, 52, 207–208, 287

in AAL3/4, 682–683
benefit of, 341
digitized voice signals, 7–8
gain, 258, 350
ID, 680–683
in MPEG-2, 828–829
over a single telegraph circuit, 3
tag, 51

multipoint-to-point LSPs, 732
Multiprotocol Label Switching. See MPLS
Multiprotocol Over ATM (MPOA), 724–725
multiprotocol routers, 331
Multipurpose Internet Mail Extensions (MIME), 41
multistage switches, 236
multitoken operation, 394, 395–396
multitoken ring system, 419–420

N

N(S) field in the HDLC I-frame, 336
Nagle algorithm, 612
NAKs in ARQ control frames, 293
name space, hierarchical structure of, 20
name-to-address-conversion functions, 69
NAPs (network access points), 500
Napster file-sharing application, 43
NAT (network address translation), 497, 647
National Institute of Standards and Technology

(NIST), 790, 792
national ISPs, 500–501
National Television Standards Committee (NTSC)

standard, 153
NAV (network allocation vector), 456
NCP (network control protocol), 331
near-far problem, 403
negotiations of Telnet options, 78
neighbor field in a hello packet, 626
neighbor routers, 624, 625
netstat, 86, 88–89, 584
network access points (NAPs), 500
network address translation (NAT), 497, 647
network addressing in IPv6, 594–597
network allocation vector (NAV), 456
network architecture, 35

current trends in, 837–839
essential elements of, 21–22
evolution of, 2–22
layered structure of, 17

network byte order, 66
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network control protocol (NCP), 331
network elements, 21–22
network ID, 19, 55, 575, 579
network interconnection models, 722–726
network interface card (NIC), 56, 422–423
network interface layer, 54, 575
network layer, 44, 45–46, 48, 492–493, 495
network layer PDU (NLPDU), 334
network layer reachability information (NLRI)

field, 637, 638
network layering, collapsing into one optical

layer, 838
network management, 861–863
network performance parameters, 668–669
network protocol analyzers, 59–61, 89–90
Network Service Access Point (NSAP) format, 689
network services, 492–495
network status, 88
network utility functions, 68–77
network virtual terminal (NVT), 78
network-network interface (NNI), 664, 666
networks

average packet delay, 854
consisting of links and switches, 234
essential function, 492
flow of traffic, 347
gathering statistics, 75
interconnecting, 465
management, 860–868
monitoring, 262
representing as clouds, 234
security threats, 764
signaling system, 9
survivability, 736–738
of telegraph stations, 3
terminal-oriented, 12–14

next header field in IPv6, 594
NEXT HOP attribute, 638, 639
NIC (network interface card), 56, 422–423
NIST (National Institute of Standards and

Technology), 790, 792
NLPDU (network layer PDU), 334
NLRI (network layer reachability

information), 637, 638
NNI (network-network interface), 664, 666
node identifier, adding to a packet, 521
node or link failures, 515
node protection/restoration, 738
nodes, 522–523
noise, 112, 113, 133
nonassured delivery, 687
nonblocking switch, 235, 236–238
nonce, 767
nonconforming packet, 552
nonconforming traffic, 551
nonintrusive monitoring, 110
nonpersistent connections, 82–83
non-Persistent CSMA, 382, 383–384
nonreal-time connections, 671–673

nonrepudiation, 765, 770
nonreturn-to-zero (NRZ) encoding, 135, 137
nonuniform quantizers, 813
normal response mode (NRM), 335, 338–339
normalized delay-bandwidth product, 375
normalized throughput, 375, 376
North American digital hierarchy, 210, 211
North American numbering plan, 243
NOTIFICATION message in BGP, 636
nrt-VBR ATM service category, 671, 672
NRZ (nonreturn-to-zero) encoding, 135, 137
NSAP (Network Service Access Point) format, 689
NTSC standard, 153
NVT (network virtual terminal), 78
Nyquist sampling rate, 119
Nyquist sampling theorem, 204–205
Nyquist signaling rate, 130–132

O

OADMs (optical add-drop multiplexers), 231–232
OAM cells in ATM, 667
object classes in RSVP, 715–716
OBJECT IDENTIFIER data type in SMI, 865
OC-48 signal, 221
OC-n signals, 215
octet-synchronous physical layers, 329
odd parity, 167
offered load, 257
olympic service, 720
omnidirectional systems, 163
one pass with advertising (OPWA) model.

See OPWA
one-dimensional modified Huffman coding

technique, 808–809
ON-OFF flow control, 316
on-off models, 351
OPCODE value, 40
OPEN message in BGP, 634–635
Open Shortest Path First (OSPF) protocol, 622–631
open systems interconnection model. See OSI

reference model
open-loop control, 549–558
operations, administration, and maintenance (OAM)

cells, 667
optical add-drop multiplexers (OADMs), 231–232
optical amplifiers, 160
optical band, width of, 159
optical carrier level-n signals, 215
optical computing, 234
optical cross-connect system, 233
optical fiber, 156–161

attenuation in, 159
increasing the information carried by, 212
switching system, 233
transmission system, 114, 158–159

optical layers, associated with SONET, 216
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optical mesh networks, 233
optical networks, 24, 232
optical transmission technology, 213–214
optical transport networks, 231–234
optical-to-electronic conversion, 159–160
option negotiations in Telnet, 78
optional BGP attributes, 637–638
options field

in the IP header, 577–578
in a TCP segment, 606–607

OPTIONS HTTP request method, 84
OPWA model, 716
ordered control, 733
Organizationally Unique Identifier (OUI), 430
ORIGIN attribute, 638–639
orphan frames, 443
orthogonal spreading, 404–408
OSI reference model, 43–44

layers of, 44–48
lower layers of, 423, 424
telephone network and, 249–250

OSPF (Open Shortest Path First) protocol, 622–631
OUI (Organizationally Unique Identifier), 430
out of band, signaling, 249
output signal, effect of a channel on the shape

of, 127–128
overlay model for network interconnection, 723–725
overload condition for packet transmission, 344
overload controls, 261–263
oversubscription, 496–497, 564

P

pacing of service models, 287
packet access grant channel, 411
packet and circuit switching, 23–24
packet classifiers in the intserv model, 706
packet data traffic channel, 411
packet delay, 343–344, 556
packet drop profile in RED, 548
packet flows, 341, 709–710
packet header format in RTP, 743–745
packet information, mapping into SONET, 215
packet losses, 342, 343–344, 540
packet multiplexing, 340–352, 534, 535
packet networks, 52
packet random access channel, 411
packet schedulers in the intserv model, 706
packet switches, 15, 511–514
packet transfer protocol, 293
packet transfer service, 14
packet transmission time, 849
packet-by-packet fair queueing, 543–544, 547
packetization delay, 350
packetized elementary streams (PES), 829
packetized speech, 348–352
packet-level traffic management, 539–548

Packet-over-SONET (POS), 328–329
packets, 14, 340, 341, 490, 504, 574

arrival rate of, 342
departure rate of, 342
encapsulating over point-to-point links, 329
encapsulation into a MAC frame, 426
filtering, 774
fragmenting, 589
versus long messages, 504
routing, 15–16, 578, 585
transferring across multiple networks, 9

packet-switching networks, 14–15, 490
analyzing delays in, 844–845
connecting to, 45
handling real-time multimedia, 23
providing connectivity among users, 501
representing as clouds, 501, 502
routing in, 515–522
selecting transmission speeds in, 854
topology of, 496–501

packet-switching signaling network, 252
padding field, 578, 743
page structure, supported by FTP, 80
paging systems (“beepers”), 163
PAL standard, 153
PAP (Password Authentication Protocol), 332
parallel ring networks, 230
parent port in RPB, 641
parity checks, 167, 171
passive open, 62–64, 610
Password Authentication Protocol (PAP), 332
path attributes, 637
path level, protection at, 226
Path messages, 710–711, 716
“path MTU discovery” procedure, 598
path overhead information in STS-1, 218
path protection/restoration, 737
path vector information, 632
paths in a SONET system, 216
PathTear message, 715
payload format document for RTP, 741
payload in an ATM cell, 661
payload length field in IPv6, 594
Payload Length Indicator (PLI) field, 328
payload type field, 667, 744
PC (point coordinator), 458
PCF (point coordination function), 453–454,

458–459
PCF interframe space (PIFS), 455
PCM (pulse code modulation), 99, 104, 123, 813
PCMCIA card, 423
PCR (peak cell rate) parameter, 670
PCS (Personal Communication Services), 164,

268–269
PCs, connecting to IP networks, 331–332
PDAs (Personal Digital Assistants), 268–269
PDUs (protocol data units), 48, 59–61, 283, 574
peak cell rate (PCR) parameter, 670
peak rate of a given traffic flow, 553
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peak-to-peak CDV, 670
pedestals, 245
peer group (PG), 694, 695
peer group leader (PGL), 695
peer interface, 48, 49
peer model of network interconnection, 725–726
peer processes, 48–49, 283
peering points, 500
peers, 43
peer-to-peer protocols, 48, 284, 352

compared to MAC protocols, 368–369
operating across single hops, 288
operating end-to-end across networks, 288–289

performance management, 861
performance modeling of network traffic flow, 347
per-hop behaviors (PHBs), 717–718, 719–720
periodic function, 203–204
periodic signals, 115–118
permanent virtual circuits, 507
permanent virtual connections (PVCs), 664, 668
permanently labeled nodes, 530
persistent connections, 83
Personal Communications Services (PCS), 164,

268–269
Personal Digital Assistants (PDAs), 268–269
personal mobility, 253, 269
PES (packetized elementary streams), 829
P-frames (predictive) in MPEG, 827
PG (peer group), 694, 695
PGL (peer group leader), 695
PGP (Pretty Good Privacy) software, 770
phase alternation by line, 153
phase modulation techniques, 140–146
phase shift keying (PSK), 139
phase-shift function, 125
PHBs (per-hop behaviors), 717–718, 719–720
physical addresses, 56, 423, 430, 574
physical carrier sensing, 455
physical circuit, 23
physical configuration view of an internet, 56
physical LAN addresses, 498
physical layer convergence procedure

(PLCP), 459–464
physical layers

defined for use with IEEE 802.3, 431–434
of the OSI reference model, 44, 48
of the user plane, 665

physical medium dependent (PMD), 459, 460, 665
physical networks, packet-size limitations of, 587
physical ring topology, connecting ADMs, 225
physical-layer extensions for IEEE-802.11, 464–465
PI (protocol interpreter), 80
Picturephone service, 28
PIFS (PCF interframe space), 455
piggybacking, 305–306, 307, 611
pilot signal in IS-95, 413
PING utility, 86–87, 590, 591–592
pipelined procedure, 301
pixels, 102, 808

plaintext, 765
planes in the BISDN reference model, 662
PLCP (physical layer convergence

procedure), 459–464
PLI field in GFP, 328
PMD (physical medium dependent), 459, 460, 665
PNNI specification, 693–697
point coordination function (PCF), 453–454,

458–459
point coordinator (PC), 458
pointers, 218, 677
points of presence (POPs), 499
point-to-multipoint connections, 664, 692
point-to-point connections, 664
Point-to-Point protocol (PPP), 329–333, 352–353
point-to-point virtual connection, 692
point-to-point wireless systems, 165
Poisson process, 256–257, 343, 846
polar NRZ encoding method, 135–136
polarity inversion, 137
policing, 551–554, 670
policy control in RSVP, 709
policy database, 722
POLICY DATA object in RSVP, 716
Poll/Final bit, 336
polling messages, 391
polling systems, 390–392, 396–397, 418–420
polynomial addition, 173
polynomial arithmetic, 173–175
polynomial codes, 173–180
POP3 (Post Office Protocol version 3), 41
POPs (points of presence), 499
port, 36
port 20 in FIP, 80
port 21 at the server, 79
port 25, 42
port 53, 41
port 80, 37, 38, 574
port 179, 633
port numbers, well-known, 36
portable station, 451
portable telephones, 263
portal, 450
port-based VLANs, 478–479
POS (Packet-over-SONET), 328–329
POST HTTP request method, 84
Post Office Protocol version 3 (POP3), 41
power control mechanism, 403
p-Persistent CSMA, 382
PPM (pulse-position modulation), 463
PPP (Point-to-Point protocol), 329–333, 352–353
preamble signal in TDMA, 400
prediction error, 816
prediction gain, 817
predictive coding, 813–817
premature time-outs, 295
presentation layer, 44, 47, 48
pre-SONET multiplexing, 222
pre-sync state of the GFP receiver, 329
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Pretty Good Privacy (PGP), 770
primary rate interface (PRI), 248, 249
primitive data types in SMI, 865
priority access mechanism, 443
priority classes for HOL priority queueing, 540
priority in carrier sensing access systems, 387
priority queueing systems, 856
priority tag, sorting packets according to, 541–542
privacy, 769, 775, 777–778, 783

requirement, 764, 767
service, 450

private key, 769
private networks, addresses for, 580
private peering points, 500
probe, 868
processing capacity of a server (transmission

line), 847
processor sharing. See fair queueing
process-to-process connection, 58
profile specification document for RTP, 741
program stream, 829
promiscuous mode, 89, 423, 466
propagation delay, 102, 147, 297, 298, 375
propagation properties of radio waves, 162–163
protection line, 223–227
protection mechanisms, 736–738
protection switching in UPSR, 227
protocol analyzers, 59–61, 89–90
protocol data units. See PDUs
protocol family, 65
protocol field in the IP header, 577
protocol interpreter (PI), 80
protocol stacks in the cellular network, 267
protocol type field in an Ethernet frame, 57
protocols, 10, 36, 54
provider-based unicast addresses, 597
proxy agent, 862
proxy server, 748, 749. See also web proxy servers
prune message in RPM, 645
pseudoheader, 602, 607
pseudorandom sequences, 403
PSH bit in a TCP segment, 606
PSK (phase shift keying), 139
public key cryptography, 769
public keys, 769, 771
public peering points, 500
pulse, 141
pulse code modulation (PCM), 99, 104, 123, 813
pulse-position modulation (PPM), 463
push command in TCP, 323
PUT HTTP request method, 84
PVCs (permanent virtual connections), 664, 668

Q

Q.2931, 692
QAM (Quadrature Amplitude Modulation), 141,

142, 143

QCIF videoconferencing, 106
QoS (quality of service)

guarantees, 547
parameters specified for ATM, 536
performance parameters specified in ATM,

668–670
providing in the Internet, 547
providing to different connections in ATM, 664
satisfying for a flow, 550–551
for a service model, 285

QPSK (quarternary PSK), 462
Quadrature Amplitude Modulation (QAM), 141,

142, 143
quadrature-phase component, 142
quality of a digital transmission system, 130
quantization error, 120–121, 122
quantizers, 104, 115, 120, 123–124
queue, 540, 846
queueing models, 845–849
queueing systems

basic elements of, 846
classifying, 847–849
ideal, 847
increasing in scale, 853–854
maximum number of customers allowed in, 847
sequence traversed by a packet, 539

R

radio air interface, 268
radio broadcasting service, 263
radio channels, 647
radio communication, 162, 370–371
radio LAN in 2.4 GHz band, 114
radio resources management (RRM) sublayer,

267, 268
radio telephony, 263
radio transmission, 162–166
radio waves, 162–163
random access

class of MAC protocols, 377–387
compared to scheduling, 397–398
delay performance of, 421
MAC techniques, 386

random backoff procedure of CSMA-CA, 457–458
random bit error model, 170, 185–186
random early detection (RED), 548, 720
random error vector model, 169–170, 185
RARP (Reverse Address Resolution Protocol), 587
RBOCs (regional Bell operating companies), 244
reaction time, coordination to, 397–398
read system call, 68
ready state

in Go-Back-N ARQ, 303–304
in Selective Repeat ARQ, 310, 311
in Stop-and-Wait ARQ, 296–297

real-time communications, 23, 105
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real-time connections, 671
real-time transfer of multimedia, 23
Real-Time Transport Protocol. See RTP
real-time variable bit rate service category, 671, 672
reassembly, 50, 51
reassociation service, 450
receive not ready (RNR) frame, 337
receive ready (RR) frames, 336
receive window

in Go-Back-N ARQ, 302–303
in Selective Repeat ARQ, 309
in TCP, 322

receiver
in Go-Back-N ARQ, 304
in Selective Repeat ARQ, 311
in Stop-and-Wait ARQ, 297

receiver address in 802.11, 451, 452
receiver filter, 126
Receiver Report (RR) packets, 745–746
receiver-initiated reservation in RSVP, 710–711
recombining, 52
Recommended Standard (RS) 232, 201–203
record structure, supported by FTP, 80
recursive route lookup, 638
recvfrom system call, 68
RED (random early detection), 548, 720
redirect server in SIP, 749
redundancy, 169
Reed-Solomon codes, 189
refresh traffic overhead in RSVP, 714
regeneration, cost of, 160
regional Bell operating companies (RBOCs), 244
regional networks, SONET ring structure in, 229
REGISTER method in SIP, 750
registration message in SIP, 748
regulated user information arrival rate, 547
regulation

of communication networks, 27–28
of radio frequency bands, 263–264

REJ (reject) frames, 336–337
relative URL, 83
RELEASE COMPLETE message, 691, 692
RELEASE message, 691, 692
reliability

of digital transmission, 111
of a packet-switching network, 252–253
provided by a MAC protocol, 376
provided by the TLS Record protocol, 783
of service models, 287

reliable communication, 134
reliable connection-oriented service, 425
reliable data transfer service, 291
reliable flooding, updating LSAs, 628–629
remote management technique, 868
Remote Network Monitoring (RMON), 868
repeaters, 107, 108–109, 432–434, 465–466
repetition rate in TDM, 210
replay attacks, protecting against, 776
replies in FTP, 81

repudiation, 765
request methods in HTTP, 83, 84
request-driven label assignment, 727
request/response interactions in SNMP, 864
request-to-send (RTS) frame, 455
Reseaux IP Europeens (RIPE), 620
resensing time, rescheduling, 382
reservation ALOHA system, 389–390
reservation merging in RSVP, 711
reservation styles in RSVP, 712–714
reservation systems, 388–390, 396–397
reserved field in a TCP segment, 606
reset (RST) segments, 616
residential gateway, 753–754
residual timestamps, 677
resolver, 40
Resource Reservation Protocol. See RSVP
resource reservations, 709, 710–711
response, 767
response messages in HTTP, 83
restoration mechanisms, 736–738
result code 200, 38
Resv message, 711, 716
ResvTear message, 715
retransmissions

in Selective Repeat ARQ, 310
in TCP, 323–324, 603–604

Reverse Address Resolution Protocol (RARP), 587
reverse channels, available to base stations, 265
reverse-path broadcasting (RPB), 641–643
reverse-path multicasting (RPM), 644–645
revertive APS schemes, 224
RGB representation, 822
Rijndael proposal, 792
ring latency, 375, 394, 439
ring maintenance procedures, 443
ring networks, 230, 371–372, 393
ring switching, 228, 229
ring topology, 438
ring-topology networks, 224–230, 444–445
RIO, 720
RIP (Routing Information Protocol), 621–622, 646
RIPE (Reseaux IP Europeens), 620
RMON (Remote Network Monitoring), 868
RNR (receive not ready) frame, 337
roaming users, 267
root bridge, 472
root name servers, 40
root port for each bridge, 472
round-trip delay between hosts, 86–87
round-trip time. See RTT
route aggregation process in CIDR, 585
route attribute information, provided by BGP, 632
route optimization for mobile IP, 649
route reflection, 633
route server, 500
routed program, 621
router alert option, 578
router link advertisement, 627
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routers, 19, 55, 465
in a campus network, 499
as IP-based packet switches, 514
types defined in OSPF, 624

routes, determining, 476
routing

in the ARPANET, 16
in circuit switching, 7
in local and long-distance connections, 244
for mobile hosts, 648
in packet networks, 515–522
of packets, 15–16
PNNI, 694–697
specialized, 520–522
with subnetworks, 583–584
in a telegraph network, 3, 5
in a telephone network, 9

routing algorithms, 515, 516
routing control, 259–261
routing extension header in IPv6, 599, 600
routing function of a packet switch, 511
routing hierarchy, 630–631, 694–695
Routing Information Protocol (RIP), 621–622
routing loops, 516, 621
routing process in BGP, 632
routing protocol, 45, 693–694
routing tables, 506, 517–518, 585
RPB (reverse-path broadcasting), 641–643
RPM (reverse-path multicasting), 644–645
RR (receive ready) frames, 336, 745–746
RRM (radio resources management)

sublayer, 267, 268
RSA, 769, 793–794
RST bit in a TCP segment, 606
RST segments in TCP, 616
RSVP (Resource Reservation Protocol), 255,

706, 708–717
architecture of, 709
Path message, 734–735, 736

RS-232 standard, 201–203
RTCP (RTP Control Protocol), 741, 745–746
RTP (Real-Time Transport Protocol), 20, 55,

320, 740–746
RTS (request-to-send) frame, 455
RTS pin, 202
RTT (round-trip time), 83, 324, 620
rt-VBR ATM service category, 671, 672
run-length codes, 805–810
runs, 805

S

SAAL (signaling AAL), 665, 684–686
SABM frame, 337, 338
SABME frame, 337
SABRE airline reservation system, 10
SAGE system, 10

sampled signal, spectrum of, 205
sampling analog signals, 104, 118–119
sampling theorem, 119, 204–205
SAPs (service access points), 49, 334, 426
SAR (segmentation and reassembly) sublayer

of the AAL, 675
of AAL5, 683–684
capabilities of, 686
PDU format, 682

satellite communications, 165–166, 371
saturation points, 856
scalability

addressed by MPEG, 827–828
of the DS model, 717
provided by a MAC protocol, 376

scale, effect on a queueing system, 853–854
scanned black-and-white documents, 102
SCCP (signaling connection control parts), 254, 255
scheduling class of MAC protocols, 387–398
SCOPE object in RSVP, 716
SCPs (service control points), 252, 253
SCR (sustainable cell rate) parameter, 670
scrambling, 215, 329
SD (starting delimiter) field, 442
SDES packets in RTCP, 745, 746
SDH (Synchronous Digital Hierarchy), 214, 215
SDU (service data unit), 49, 283
SE (shared-explicit) style, 714, 717
SECBR (severely errored cell block ratio)

parameter, 669
second-generation cellular systems, 414
secret key, 765, 766
secret key cryptography, 766–767, 770
secret shared key, 772
section and line overhead in SONET, 217–218
sections in SONET, 216
secure hash algorithm 1, 768
Secure Sockets Layer protocol. See SSL
secure tunnel, establishing, 774
security

applying cryptography to, 765–770
association, 775, 778–780
management, 862
protocols, 773–789
requirements for network transmissions, 764–765
system in SNMP, 865
threats, 764

segmentation, 50, 51
segmentation and reassembly procedure, 287
segmentation and reassembly sublayer. See SAR
segments, 39, 46, 288. See also TCP segments
selective cell discarding, 674
selective reject (SREJ) frame, 337, 339
Selective Repeat ARQ, 309–313, 366–367

in assured mode of SSCOP, 685
compared to Stop-and-Wait and Go-Back-N

ARQ, 314
effective transmission time, 367
implemented by TCP, 322
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Selective Repeat ARQ—Cont.
operation of, 310–311
performance issues, 313
used by TCP, 611

self-clocking encoding, 138
self-healing rings, 226
Semi-Automatic Ground Environment (SAGE)

system, 10
send window, 302, 303, 322
Sender Report packets, 745
SENDER TEMPLATE object in RSVP, 716
SENDER TSPEC object in RSVP, 716
sendto system call, 67
sensitivity to traffic overload conditions, 260
sentinel value, 98
Sequence Control field, 453
sequence number field, 676, 744
sequence number protection (SNP) check bits, 677
sequence numbers

in authentication headers, 776
in HDLC, 337
for Stop-and-Wait ARQ, 294–296
in TCP, 320, 322–323
in TCP segments, 603, 605–606
wraparound, 613

serial line interface, 201
server network, 722
server PI, 80
server process, 36
“servers” (transmission lines), 846–847
service access points (SAPs), 49, 334, 426
service categories in ATM, 671–673
service contract in ATM, 664
service control, approaches to, 755
service control points (SCPs), 252, 253
service data unit (SDU), 49, 283
service interface, 49
service level agreement (SLA), 717
service models, 284–287
Service Specific Connection Oriented Protocol

(SSCOP), 313, 684, 685–686
service switching point (SSP), 252
service times, 846–847
services

provided by a communication network, 1
provided by layers, 35

service-specific convergence sublayer (SSCS),
675, 678–679, 686

service-specific coordination function (SSCF),
684–685

service-specific part of SAAL, 684
serving area interface, 245
session, 747

control protocols, 747–754
establishing the TSL Handshake

protocol, 783
key, 770
layer, 44, 47, 48
in RSVP, 709

Session Description Protocol format in SIP, 750
Session Initiation Protocol (SIP), 747–751
SESSION object in RSVP, 715
set asynchronous balanced mode extended

(SABME) frame, 337
set asynchronous balanced mode (SABM) frame,

337, 338
set normal response mode (SNRM) frame, 337
Set-cookie header line, 86
setup channels, 266
SETUP message, 691, 692
setup phase of a telephone call, 6, 7, 8
seven-layer OSI reference model, 44–48
severely errored cell block ratio (SECBR)

parameter, 669
Shannon channel capacity, 113, 114, 132–135
Shannon entropy, 804–805
shaper, 721
shared buses, 372
shared communication lines, 12–13
shared-explicit (SE) style, 714, 717
SHA-1, 768
shift-register circuit, 177
shim header. See tag switching
short code pseudorandom sequence in IS-95, 411
short fixed-length packets, 536–537
short IFS (SIFS), 454–455
Short Message Service (SMS), 415
shortest-path algorithms, 522–534
shortest-path tree, 526
“shortwave” light source, 161
SIFS (short IFS), 454–455
signal constellations, 143, 144
signaling, 250

in ATM, 665, 688–694
PNNI, 693–694
in the telephone network, 250–253
trends, 255
UNI, 690–692

signaling AAL (SAAL), 665, 684–686
signaling links in SS7 networks, 254
signaling messages in connection setup, 690, 691
signaling network, 8–9, 252
signaling protocol in PNNI, 693–694
Signaling System #7, 253–255
signals

attenuation of, 125
carried by optical networks, 232
modulating, 140

signal-to-noise ratio. See SNR
signature messages, 780
signed message, 771
silence packets, 349
silly window syndrome, 612
SIM (Subscriber Identity Module), 268
Simple Mail Transfer Protocol (SMTP), 11,

20, 41–42
Simple Network Management Protocol

(SNMP), 860, 863–864
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single errors, 178, 183, 184, 189
single hop, peer-to-peer protocol

across, 288
single parity check code, 167
single-frame operation, 394, 395, 396
single-frame token ring, 420–421
single-homed AS, 620
single-mode fibers, 158
single-route broadcast frame, 475
single-token operation, 394, 395
sinusoidal signals, 4, 109
SIP (Session Initiation Protocol), 747–751
site-local addresses, 597
SLA (service level agreement), 717
sliding window protocol, 302, 315–317, 352, 617
slot size in TDM, 210
Slot Time in IEEE 802.11, 457
slotted ALOHA, 380–381, 386, 389–390, 411
slow start technique, 618
SMI (Structure of Management

Information), 863, 865–867
SMS (Short Message Service), 415
SMTP (Simple Mail Transfer Protocol), 11,

20, 41
SN field, 676, 744
SNAP (Subnetwork Access Protocol), 431
SNMP (Simple Network Management Protocol),

860, 863–864
SNP (sequence number protection) check

bits, 677
SNR (signal-to-noise ratio), 112, 113, 121–122

performance of DPCM, 817
scalability in MPEG, 827–828
of a uniform quantizer, 123

SNRM frame, 337
sockaddr structure, 65–66
socket addresses, 58
socket calls, 62, 64
socket interfaces, 47, 62
socket system calls, 39, 64–68
sockets, 64–66
soft handoffs

in CDMA systems, 266
in IS-95, 413

soft state in RSVP, 709, 714
software radio, 194
SONET, 214

ADMs, 222, 223, 224–230
cross-connect systems, 230
features provided by ATM, 538
frame structure, 215, 216–221
frames, 325
layers of, 216
multiplexing, 214–216
networks, 222–231
rings, 226
STS-1 frame, 217, 218
STS-192c payload, 437
synchronous multiplexing, 219, 220

terminals, 216
transmission systems, 247

source address and destination address field, 594
source address in 802.11, 451, 452
Source Description packets, 745, 746
source IP address field, 577
source port in a TCP segment, 605
source routing, 532–533

bridges, 467, 474–476
in a datagram network, 532–533
frame, 474
in IPv6, 599, 600
by PNNI, 693
in PNNI, 695

source socket address, 58
source traffic descriptor parameters, 670
source-route transparent bridging, 477
space-division switches, 235–238
span switching, 227, 228
spanning topology, 473
spanning tree algorithm, 472–474
spatial scalability in MPEG, 828
SPC (stored-program control) switches, 251
SPE (synchronous payload envelope), 218–219, 220
specialized routing, 520–522
spectrum, 116, 117–118
spectrum efficiency, 408, 409
speech

dynamic range of, 816
loss, 349–350
multiplexing of bursty, 348–349
variation of signal level for, 813
waveform, 114–115, 116–117

speed of light, 4
split horizon, 529
splitting, 52
spread spectrum communication, 411
spread spectrum transmission, 460
spreading factor for spread spectrum systems, 401
spreading sequences in CDMA, 403
SR packets in RTCP, 745
SREJ (selective reject) frame, 337, 339
SRTS (synchronous residual timestamp)

method, 320
SS7 gateways, 754
SS7 network, 253–255
SSCF (service-specific coordination

function), 684–685
SSCOP (Service Specific Connection Oriented

Protocol), 313, 684, 685–686
SSCS (service-specific convergence sublayer), 675,

678–679, 686
S-shaped curve, 25–26
SSL (Secure Sockets Layer), 782, 786–788
SSP (service switching point), 252
SSRC, 742, 744
ST2 real-time stream protocol, 576
standardized polynomial codes, 177–178
standards for computer networks, 28–29, 47
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star topology
of 10BaseT, 432–434
for an Ethernet LAN, 18
with a token-ring network, 438–439

starting delimiter (SD) field, 442
state transition diagram

for the M/M/1 multiplexer model, 851
for the M/M/c/c system, 858
for TCP, 616–617

stateless protocol, HTTP as, 82
static routing, 516
static SLAs, 717
statistical multiplexers, 13, 340, 342, 415
statistical multiplexing, 340–348, 350–351
Stop-and-Wait ARQ, 293–300

compared to Go-Back-N and Selective Repeat
ARQ, 314

compared to Go-Back-N ARQ, 301, 302, 308
delay components in, 298–299
effective transmission time for, 366
operation of, 296–297
performance issues, 297–300
transmission efficiency for, 365
weakness of, 378

store-and-forward operation, 3, 502
stored-program control (SPC) switches, 251
stream information, 100, 101, 103–106
stream mode, 80, 681
stream of bytes in the TCP protocol, 320, 321
stream orientation of TCP, 70
strict source routing, 533
strings of symbols, parsing information streams

into, 810
“stringy” physical topology, SONET network

with, 247
Strowger switch, 6, 251
Structure of Management Information (SMI),

863, 865–867
structured data transfer by a T-1 connection, 677
STS-n electrical signals, 215
STS-1, 214–215

combining payloads, 437
frame format, 217, 218
multiplexing signals, 219

STS-48/STM-16 signal, 215
stub AS, 620
STYLE object in RSVP, 716
subband coding, 815, 818–819
subnet addressing, 581–582
subnet mask, 581
subnetting, 581, 582
Subnetwork Access Protocol (SNAP), 431
subnetwork part of an IP address, 575
subnetworks, 520, 583–584
Subscriber Identity Module (SIM), 268
subscriber loop, 149
substitution ciphers, 765
success ratio of call attempts, 262
summary link advertisement, 627–628

supergroup in FDM, 209
supernets, 575
supernetting, 520, 585
supervisory frames, 336–337
survivability of networks, 736–738
sustainable cell rate (SCR) parameter, 670
sustainable rate for conforming traffic, 553
SVCs (switched virtual connections), 664, 668
switched networks, 368
switches, 514. See also packet switches

space-division, 235–238
in the telephone network, 9
time-division, 238–242

switching LANs, 433
switching schemes, 223–224
switch-router device, 514
symmetric key cryptography, 766
SYN bits, 321, 606
sync state of the GFP receiver, 329
synchronization signals, 823
Synchronization Source (SSRC) ID, 742, 744
synchronization to a common clock, 411
synchronous data transmission, 325
Synchronous Digital Hierarchy (SDH), 214, 215
synchronous links, 330
synchronous multiplexing in SONET, 219, 220
synchronous network, clock recovery with, 319
Synchronous Optical Network standard. See SONET
synchronous payload envelope (SPE), 218–219
synchronous residual timestamp (SRTS)

method, 320
synchronous services, timing recovery for, 317–320
synchronous traffic, handled by FDDI, 445–446
synchronous transport signal level-1. See STS-1
syndrome, 183–184
syndrome polynomial, 178
system design, 494. See also design

T

T bit, 442–443
T-1 carrier system, 150, 210, 325
T-1 connection, 677
T-1 digital transmission system, 7
tag switching, 727–728
tagged traffic, 551
tagged VLANs, 479
target token rotation time (TTRT), 445–446
TCA (traffic conditioning agreement), 717
TCAP (transaction capabilities part), 254, 255
TCB (transmission control block), 603
TCP (Transmission Control Protocol), 20, 36, 312,

572, 602–620
checksum field, 607
communicating with, 70–73
communication services provided

by, 38–39, 42–43
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congestion control, 560, 617–620
connection termination, 614–616
end-to-end flow control, 322
establishing a connection, 607–609
providing a reliable byte stream transfer

service, 37
providing connection-oriented reliable stream

service, 320–324
reliable connection-oriented transfer of a byte

stream, 53
state transition diagram, 616–617
transmitter, 603–604

TCP connection
closing, 37, 38
establishing, 59–60
parameters identifying, 603
setting up to the local SMTP server, 41
used by FTP, 79
used by Telnet, 78
with a WWW server, 37

TCP segments, 573
encapsulating an HTTP request message in, 58, 59
maximum length of, 375
structure of, 605–607

tcpdump utility, 86, 89
TCP/IP, 55–61

application layer protocols. See application
layer

applications developed to operate on, 20
architecture, 20, 573–575
encapsulation of PDUs, 59
graph, 54–55
implementations, 863
internet layer, 53–54
network, 646–647
network architecture, 47–48, 52–55
network interface layer, 54
network status, 88
transport layer, 53

TDD (time-division duplex), 391, 401
TDM (time-division multiplexing), 209–212, 401,

534
TDMA (time-division multiple access), 265,

400–401
average frame transfer delay for, 399
compared to CDMA, 414
delay performance with bursty traffic, 416–418
using with FDD and TDD, 401

TDMA/FDMA system, used by GSM, 410
teardown messages in RSVP, 715
technology, 25–27
telegram service, 2
telegraph networks, 2, 4
telegraph stations, 3
telephone, 5
telephone call, phases of, 6
telephone cellular network, 408–415
telephone channels, 113, 114
telephone modem standards, 144–146

telephone network, 5–9, 206, 242–250
architecture of, 9
classes of functions involved in operating,

253–254
confluence with the Internet, 23
end-to-end path between source and destination,

244–245
OSI reference model and, 249–250
parts of, 252
signaling in, 250–253
traffic and overload control in, 255–263
transmission facilities of, 245–248

telephone numbers, 7, 9, 243
telephone service, 5
telephone switches, 5–7
telephone switching office, 246–247
telephone twisted pair, bit rates of, 114
telephone user part (TUP) protocols, 254
telephone-centric network architecture, 22
telephone-signaling network, leveraging, 22
telephony-oriented E-164 addresses, 688–690
teletype terminal, 3
television signal, 823–824
Telnet, 78, 79, 80, 87
temporal interleaving, 209
temporal redundancy in video signals, 824
terminal portability, 269
terminal-oriented networks, 10, 12–14
text files, 101, 102
TGT (ticket-granting ticket), 771
thick coaxial cable, 156, 432
thin coaxial cable, 156
third-generation cellular systems, 414–415
three-bit sequence numbering in HDLC, 337
three-way handshake, 59–60, 321–322, 607
throughput of a system, 374, 841
THT (token holding time), 446
ticket, 770
ticket-granting ticket (TGT), 771
“tie lines,” 247
time domain characterization of a communication

channel, 128–129
time parameters in IEEE 802.11, 461, 463, 464
TIME VALUES object in RSVP, 716
TIME WAIT state of TCP, 614–615
time-division duplex (TDD), 391
time-division multiple access. See TDMA
time-division multiplexer, 211–212
time-division multiplexing. See TDM
time-division switches, 238–242
time-exceeded ICMP message, 590
time-out period in Stop-and-Wait ARQ, 293
time-out value in TCP, 324
time-outs, 293
timer in Go-Back-N ARQ, 302, 303
time-slot interchange (TSI) technique, 238–239
time-space-time chips, 242
time-space-time switches, 239–242
timestamps, 317, 607, 614
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time-to-live (TTL), 87, 521, 577
timing jitter, 317
timing of service models, 287
timing recovery, 109, 110, 136–137, 317–320
TLS protocol, 782–788
TLV structure, 635
token, 438
token bit, 442
token bucket traffic shaper, 555–556
token frame, 442–443, 445
token holding time (THT), 446
token reinsertion, 394, 439–441
token rotation timer (TRT), 446
token-bucket shaped traffic, 557
token-holding-time limit, 442
token-passing rings, 393–396
token-ring line coding, 138
token-ring networks, 418–421, 438, 474
token-ring protocol, 439–442
topologies for LANs, 17
topology-driven label assignment approach, 727
TOS field in the IP header, 577
TOS/DS field in the IP header, 717
total length field in the IP header, 577
total walk time in polling systems, 391–392
TRACE HTTP request method, 84
traceroute utility, 86, 87–88
traffic, carried by a MAC protocol, 376
traffic class field in the IPv6 basic header, 594
traffic classifier, 718
traffic conditioner, 718, 720–721
traffic conditioning agreement (TCA), 717
traffic contract, 673
traffic demand on ring networks, 230
traffic descriptors, 536, 670–671
traffic engineering, 560
traffic flow, 258, 551–554
traffic loads, 515, 841–842, 849
traffic management, 539–548, 549–561, 673
traffic mapping, 734
traffic models, 347
traffic overload, 262
traffic parameters of a flow, 551
traffic shaping, 554–556, 674
traffic-driven label assignment approach. See CSR
transaction capabilities part (TCAP), 254, 255
transaction in SIP, 747
transceiver, required for 10Base5, 432
transfer delay, 376, 377
transform coding, 815, 818
transient file servers, 43
transit AS, 620
transit routing domains, 585
transit traffic, 620
transitions, mapping binary information into, 137
translational bridging, 477
translators in RTP, 743
transmission bit rate, 2
transmission capability, 26

transmission control block (TCB). See TCB
Transmission Control Protocol. See TCP
transmission convergence sublayer, 665
transmission credits in sliding-window flow

control, 316–317
transmission efficiency of Stop-and-Wait

ARQ, 299, 365
transmission errors

detecting and correcting, 166–190
due to noise, 378
effect on Stop-and-Wait ARQ, 299–300
in Stop-and-Wait ARQ, 293

transmission facilities of the telephone
network, 245–248

transmission medium, 107, 146, 370. See also
channels

transmission modes, supported by FTP, 80
transmission rate in a telegraph network, 3
transmission speed, 130. See bit rates
transmission systems, 9, 50
transmitter

in Go-Back-N ARQ, 303–304
in Selective Repeat ARQ, 310–311
in Stop-and-Wait ARQ, 296–297

transmitter address in 802.11, 451, 452
transmitter filter, 126
transparent bridges, 467, 468–472
transparent operation, enabled by byte stuffing, 326
transport layer, 44, 46–47, 48, 53
Transport Layer Security (TLS) protocol, 782–788
transport mode for IPSec protocols, 780–781
transport networks, 206, 221–222, 252
transport protocol, 492, 493
transport stream, 829
transposition ciphers, 766
trap-directed polling, 863
trellis modulation systems, 144
triangle routing, 649
tributary component streams in SONET, 215
tributary signals, extracting, 218
triggered updates, 526
triple DES, 791–792
triple errors, detectability of, 183, 184
TRPB (truncated reverse-path broadcasting), 643
TRT (token rotation timer), 446
trunk connection requests, 857
trunk plant, 149
trunk utilization, 258–259
trunks, assigning, 256, 257
T-shaped BNC junctions, 432
TSI (time-slot interchange) technique, 238–239
TSI chips, 242
TTL (time-to-live), 87, 521, 577
TTRT (target token rotation time), 445–446
tunnel, 600–601, 776–777
tunnel mode, 778, 781
tunneling in a GMPLS-based network, 739
TUP protocols of the SS7 network, 254
tv signal, 823–824
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twisted pair, 148–150, 432
cable, 151
copper wires, 113, 114
Ethernet, 18

two errors, detectability of, 183, 184
two-dimensional parity checks, 171
type field in each ICMP message format, 590
type of service (TOS) field, 577, 717

U

UA (unnumbered acknowledgement) frame, 337
UAC (User Agent Client), 749
UAS (User Agent Server), 749
UBR ATM service category, 671, 672
UBR connections, 672–673
UDP (User Datagram Protocol), 20, 41, 73–77, 572,

573, 601–602
communication services provided by, 40,

41, 42–43
connectionless transfer of messages, 53

UDP datagrams, 52, 573, 601. See also datagrams
UDP port number 520, 621
unacknowledged service, 334, 425
unbalanced configurations, 335
unblocking, 51
unconfirmed service, 50
unfeasible routes length field, 637
UNI, 666, 690–692
unicast addresses, 430, 594
unidirectional path switched ring (UPSR), 226–227
unified view of layers, protocols and services,

44, 48–52
uniform quantizer, 120, 121, 123–124
uniform resource locator (URL). See URL
unipolar NRZ, 135–136
unique IDs for bridges and ports, 472
unique physical address, assigned to each NIC

card, 423
unique sequence number, assigning to a packet, 521
universal personal ID, 269
“unlit” dark fiber, 438
unnumbered acknowledgement (UA) frame, 337
unnumbered frame, 336
unrecognized nontransitive optional BGP

attributes, 638
unregistered addresses, 580, 647
unshielded twisted pair (UTP), 151
unsolicited downstream mode, 733
unspecified address, 597
unspecified bit rate service category, 671, 672
UPC (usage parameter control) in ATM, 673
UPDATE message in BGP, 636–640
UPSR (unidirectional path switched ring), 226–227
urgent pointer field in a TCP segment, 606
URL (uniform resource locator), 36, 82
usage parameter control (UPC), 673

User Agent Client (UAC), 749
User Agent Server (UAS), 749
user agents in SIP, 749
User Datagram Protocol. See UDP
user layer packets, 679
user mobility, 447
user plane, 250, 253–254, 662
user protocol interpreter, 80
User-agent header in HTTP, 83
user-based security model of SNMP, 865
user-network interface (UNI), 666, 690–692
user-to-network signaling system, 9
utilization

of a queueing system, 849
of trunks, 258–259

UTP (unshielded twisted pair), 151
UUI (user-to-user indication), 679

V

V.24 standard, 201
V.32bis modem standard, 144
V.34 handshaking, 145
V.34bis modem standard, 144
V.42 modem standard, 307–308
V.42bis ITU modem standard, 812
vacation models, 857
variable bit rates, 534
variable transfer delays, 535
variable-length coding, 807
variable-length frames, 325–326
variable-length messages, 98
variance factor (VF) parameter, 697
VC merging, 732, 733
VCC (virtual channel connection), 536
VCI field in the ATM cell header, 666–667
VCIs (virtual circuit identifiers), 508, 510, 517, 537
vector quantization, 815
version field, 576, 594
vertices. See nodes
very low bit rate applications, 828
VF (variance factor) parameter, 697
Via header in SIP, 749
video codecs, 752–753
video compensation method, 824–825
video signals, 105, 823–826
videoconferencing, 105, 825–826
virtual carrier sensing, 455–456
virtual channel connection (VCC), 536
virtual channel identifiers. See VCIs
virtual circuit, 507. See also connection
virtual connections in ATM, 668
virtual LANs, 477–479
virtual networks, 735–736
virtual output buffer, 513
virtual packets in an ATM network, 537
virtual path connection (VPC), 537
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virtual path identifier (VPI), 537, 666
virtual private networks (VPNs), 501, 735–736, 778
virtual topologies, 223, 232
virtual tributary signals, 220
virtual-circuit identifiers. See VCIs
virtual-circuit packet switching, 507–510,

517–518, 536
virtual-circuit routing table, 509
virtualization of circuits, 231
visitor location register, 267
VLAN-aware bridges, 478
VLANs, 478
voice applications, diversity of requirements

in, 687
voice call, setting up using H.323, 753, 754
voice codecs, 817
voice signal, long-term average spectrum, 117
voice waveform. See speech, waveform
VP switching in ATM, 668
VPC (virtual path connection), 537
VPI (virtual path identifier), 537
VPI field in the ATM cell header, 666
VPNs (virtual private networks), 501, 735–736, 778
vulnerable period, 379, 382

W

wait state in Stop-and-Wait ARQ, 296–297
waiting time for token-ring systems, 418–421
walk times in polling systems, 391, 392, 441
Walsh channel sequences, 412
Walsh functions, 404–408
Walsh-Hadamard matrix, 407–408
WAN PHY, 436
wandering duplicate packet, 604
WANs (wide area networks), 15
waveform, transmitting, 107
wavelength of a signal, 147
WDM (wavelength-division multiplexing),

159, 212–213
network configurations using, 232
ring network, 232
signal, 233
systems, 221–222
technology, 234

WDS (wireless distribution system), 453
wearable devices, 269
Web. See WWW
web proxy servers, 85
web sessions, cookies and, 86
website for this xxiii–xxiv

weighted fair queueing, 545–548
well-known attributes, 637
well-known port 23, 321
well-known port 80, 574
well-known port numbers, 36, 52
WEP (Wired Equivalent Privacy), 788–789
WF (wildcard-filter) style, 712–713
wide area networks (WANs), 15
window scale option, 606–607, 614
window size field, 606
Windows sockets, 62
winning station, 374
Winsock, 62
wired communications, channel sharing techniques

in, 371, 372
Wired Equivalent Privacy (WEP), 788–789
wired media, 147–148
wireless access, 415, 447
wireless communication, broadcast medium shared

by, 372, 373
wireless distribution system (WDS), 453
wireless Ethernet, 448
wireless LANs, 164–165, 446–465
wireless links, 647
wireless media, 147–148
wireless networks, security challenges of, 788–789
wireless technology, challenges faced by, 446–447
withdrawn routes field, 637
working line, 223–227
working paths, 736
write system call, 67
WWW (World Wide Web), 36–38, 82, 85

X

X.509 authentication service, 771–772
Xmodem protocol, 297
X-ON/X-OFF protocol, 315–316

Y

Y2K bug, 604

Z

zero intersymbol interference, 131–132
zigzag scanning process, 820, 821
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AAL ATM adaptation layer
ABM asynchronous balanced mode
ABR available bit rate
ACK acknowledgment frame
ADM add-drop multiplexer
ADPCM adaptive DPCM
AES Advanced Encryption Standard
ADSL asymmetric digital subscriber

line
AF PHB assured forwarding PHB
AH authentication header
AMPS Advanced Mobile Phone Service
ANSI American National Standards

Institute
AP access point
API application programming

interface
APS automatic protection switching
ARP Address Resolution Protocol
ARQ automatic repeat request
AS autonomous system
ASCII American Standard Code for

Information Interchange
ASK amplitude shift keying
ATM asynchronous transfer mode
BGP Border Gateway Protocol
B-ICI broadband intercarrier interface
BLSR bidirectional line switching ring
BRI basic rate interface
BSS basic service set
CA certification authority
CBC cipher block chaining
CBR constant bit rate
CCITT Consultative Committee for

International Telegraphy and
Telephony

CDPD cellular digital packet data
CDMA code division multiple access
CDV cell delay variation
CEPT Comité Européen de Post et

Télégraphe
CFP contention-free period
CH correspondent host
CHAP Challenge-Handshake

Authentication Protocol
CIDR classless interdomain routing

CLP cell loss priority
CLR cell loss ratio
CPCS common part convergence

sublayer
CRC cyclic redundancy check
CS convergence sublayer
CSMA carrier sensing multiple access
CSMA-CA carrier sensing multiple access

with collision avoidance
CSMA-CD carrier sensing multiple access

with collision detection
CTS Clear-to-Send
DCC digital cross-connect
DCF distributed coordination function
DCT discrete cosine transform
DES Data Encryption Standard
DHCP Dynamic Host Configuration

Protocol
DIFS DCF interframe space
DISC Disconnect
DNHR dynamic nonhierarchical routing
DNS Domain Name System
DPCM differential PCM
DS-n digital signal-n
DS differentiated services model
DTE data terminal equipment
DTL designated transit List
DVMRP Distance-Vector Multicast

Routing Protocol
eBGP external BGP
ECB electronic codebook
ECMP equal-cost multipath
EF PHB expedited forwarding PHB
EGP Exterior Gateway Protocol
ENQ enquiry frame
ESP Encapsulating Security Payload
ESS extended service set
FA foreign agent
FDD frequency division duplex
FDDI Fiber Distributed Data Interface
FDM frequency-division multiplexing
FCS frame check sequence
FDMA frequency-division multiple

access
FEC forward error correction
FEC forwarding equivalence class



IP

UDP

RTPDNS

TCP

SMTPHTTP

Network
interface 3

Network
interface 2

Network
interface 1

The TCP/IP Protocol Suite

The hourglass shape of the TCP/IP protocol suite underscores the features that make TCP/IP
so powerful. The operation of the single IP protocol over various networks provides inde-
pendence from the underlying network technologies. The communication services of TCP
and UDP provide a network-independent platform on which applications can be devel-
oped. By allowing multiple network technologies to coexist, the Internet is able to provide
ubiquitous connectivity and to achieve enormous economies of scale.
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FIFO first in, first out queueing
FRMR Frame Reject
FSK frequency shift keying
FTP File Transfer Protocol
GCAC generic connection admission

control
GCRA generalized cell rate algorithm
GFC generic flow control
GFP Generic Framing Protocol
GIF graphical interchange format
GMPLS generalized MPLS
GPRS general packet radio service
GSM Global System for Mobile

Communications
HA home agent
HDLC High-level Data Link Control
HMAC hashed message authentication

code
HEC header error check
HOL head-of-line priority queueing
HTML hypertext markup language
HTTP Hypertext Transfer Protocol
iBGP internal BGP
ICMP Internet Control Message

Protocol
IEEE Institute of Electrical and

Electronics Engineers
IETF Internet Engineering Task Force
IGMP Internet Group Management

Protocol
IGP Interior Gateway Protocol
IKE internet key exchange
IP Internet Protocol
IPCP IP Control Protocol
IPSec IP security
IS Interim Standard
ISDN Integrated Services Digital

Network
ISN initial sequence number
ISO International Organization for

Standardization
ISUP ISDN user part
ITU International

Telecommunications Union
IXC interexchange carrier
JPEG Joint Photograph Expert Group
KDC key distribution center
LAN local area network
LAP link access procedure
LATA local access transport areas
LCP Link Control Protocol
LDP Label Distribution Protocol

LEC LAN Emulation Client
LEC local exchange carrier
LLC logical link control
LMP Link Management Protocol
LPC linear predictive coders
LSP label switched path
LSR label switch router
MAC medium access control
MAC message authentication code
MBONE multicast backbone
MBS maximum burst size
MD5 message digest 5 algorithm
MH mobile host
MIB management information base
MID message identifier
MP3 MPEG audio layer 3
MPC MPOA client
MPEG Motion Picture Expert Group
MPLS multiprotocol label switching
MPOA multiprotocol over ATM
MPS MPOA server
MSC mobile switching office
MSL maximum segment lifetime
MSS maximum segment size
MTSO mobile telephone switching

office
MTU maximum transmission unit
NAK negative acknowledgment

frame
NAV network allocation vector
NCP Network Control Protocol
NIC network interface card
NNI network-network interface
NRM normal response mode
NRZ nonreturn-to-zero encoding
NRZ-I NRZ-Inverted
NVT network virtual terminal
OADM optical add-drop multiplexer
OC-n optical carrier level-n
OSI open systems interconnection
OSPF open shortest path first
P2P peer-to-peer
PAP Password Authentication

Protocol
PCF point coordination function
PCM pulse code modulation
PDU protocol data unit
PHB per-hop behavior
PIFS PCF interframe space
PLCP physical layer convergence

procedure
PMD physical medium dependent



PNNI private network-to-network
interface

POP3 Post Office Protocol version 3
POS packet over SONET
POTS plain old telephone service
PPP Point-to-Point Protocol
PRI primary rate interface
PSK phase shift keying
QAM quadrature amplitude

modulation
QoS Quality of Service
RARP Reverse Address Resolution

Protocol
RBOC regional Bell operating company
RED random early detection
REJ Reject
RIO RED with IN/OUT
RIP Routing Information Protocol
RM resource management
RMON remote network monitoring
RNR Receive Not Ready
RPB reverse-path broadcasting
RPM reverse-path multicasting
RR Receive Ready
RSA Rivest, Shamir, and Adleman

algorithm
RSVP ReSerVation Protocol
RSVP-TE RSVP with Traffic Engineering
RTCP RTP Control Protocol
RTP Real-Time Transport Protocol
RTS Request-to-Send
RTT round trip time
SABM Set Asynchronous Balanced

Mode
SAP service access point
SAR segmentation and reassembly
SCP signal control point
SCCP signaling connection control

part
SDH synchronous digital hierarchy
SDP Session Description Protocol
SDU service data unit
SHA-1 secure hash algorithm-1
SIFS short IFS
SIP Session Initiation Protocol
SLA service level agreement
SMS short message service
SMTP Simple Mail Transfer Protocol
SNAP Subnetwork Access Protocol
SNMP Simple Network Management

Protocol
SNR signal-to-noise ratio

SNRM Set Normal Response Mode
SONET synchronous optical network
SPE synchronous payload envelope
SREJ Selective Reject
SSCOP Service Specific

Connection-Oriented Protocol
SSCS service specific convergence

sublayer
SS7 Signaling System #7
STM-n synchronous transfer module-n
STP signal transfer point
STS-n synchronous transport signal

level-n
SVC switched virtual connection
TCA traffic conditioning agreement
TCAP transaction capabilities part
TCB transmission control block
TCP Transmission Control Protocol
TDD time-division duplex
TDM time-division multiplexing
TDMA time-division multiple access
THT token holding time
TLS transport layer security
TRPB truncated reverse-path

broadcasting
TRT token rotation timer
TSI time-slot interchange
TST time-space-time switch
TTL time-to-live
TTRT target token rotation time
UA unnumbered acknowledgment
UBR unspecified bit rate
UDP User Datagram Protocol
UNI user-network interface
UPSR unidirectional path switched

ring
URL uniform resource locator
UTP unshielded twisted pair
VBR variable bit rate
VC virtual circuit
VCC virtual circuit connection
VCI virtual channel identifier
VCI virtual circuit identifier
VLAN virtual LAN
VOIP voice over IP
VPI virtual path identifier
VPN virtual private network
WAN wide area network
WAP Wireless Application Protocol
WDM wavelength-division

multiplexing
WWW World Wide Web
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